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Introduction  
The Data Infrastructure Insights Report Catalog for Business Intelligence provides a 
repository of storage and compute reporting artifacts available for delivery by NetApp 
Customer Success professionals at no cost. 

How to Access the Catalog Content 

1. Click on the navigation links at the top of this page to view the available reports 
by category 

2. Select the link to the report (only for authorized users) to download 
3. Upload the report to your tenant using the following instructions: 

Data Infrastructure Insights - Report Import and Export Procedures 
4. Contact your NetApp sales representative for more information or to schedule a 

discussion for each report selection 

NOTE:  
The guidance provided in this catalog is based on the combined experiences of NetApp 
Professional Services, NetApp Customer Success, and Global Support Center 
personnel who work with Data Infrastructure Insights on a daily basis.  
 
ALL REPORTS IN THIS CATALOG ARE HIGHLY CUSTOMIZABLE.  REACH OUT TO YOUR SALES  
TEAM FOR ADDITIONAL DETAILS. 

 

 

 

 
 

 

https://netapp.sharepoint.com/:w:/r/sites/CloudInsightsCSEs/Shared%20Documents/Services/BEST%20PRACTICES%20-%20DATA%20INFRASTRUCTURE%20INSIGHTS/MISC%20BEST%20PRACTICES/Cloud%20Insights%20-%20Report%20Import%20and%20Export%20Procedures.docx?d=wab79401d060b42ffb617657a81abd510&csf=1&web=1&e=UAN2VC
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Common Report Definitions – Capacity  
Field Description 
Storage Pool 
Raw Capacity (TiB) Pre-RAID Raw Capacity in TiB of all disks as reported by the storage device monitored by DII and contained in the Storage 

and Storage Pool Capacity Fact table.  Represented as:  capacity * rawToUsableRatio 
Capacity (TiB) Usable capacity allocated for a storage-pool as reported by the storage-array in Tebibytes (Base 2 units) 
Used Capacity (TiB) Used capacity in Tebibytes as reported by the storage pool or aggregate. If Thin Provisioned, then Used = Written. If Thick 

Provisioned then Used = 100% of Allocated 
Unconfigured Raw Capacity (TiB) Unconfigured raw capacity of the storage (includes failed, spare and unused disks) in TiB 
Snapshot Used Capacity (TiB) Capacity used for storage-pool level snapshots in TiB 
Volume Capacity (TiB) Provisioned capacity of all block/SAN volumes on this storage pool in TiB 
Volume Consumed Capacity (TiB) Physical capacity consumed by volumes on this storage pool in TiB 
Internal Volume Allocated Capacity (TiB) Total allocated capacity of internal volumes (NAS/Flexvol) on this storage pool in TiB 
Internal Volume Used Capacity (TiB) Total used capacity of internal volumes (NAS/Flexvol) on this storage pool in TiB 
dedupeRatio The deduplication ratio on this storage pool 
compressionRatio The compression ratio on this storage pool 
compactionRatio The compaction ratio on this storage pool 
  
Internal Volume 
Allocated Capacity (GiB) Total allocated capacity on internal volume in Gibibytes (Base 2 units) 
Consumed Capacity (GiB) Capacity consumed by this internal volume from storage pool 
Used Capacity (GiB) Total used capacity on this internal volume 
Data Used Capacity (GiB) Used capacity on this internal volume without snapshot 
Snapshot Allocated Capacity (GiB) Capacity allocated for snapshots on this internal volume 
Snapshot Used Capacity (GiB) Capacity used by snapshots on this internal volume 
Total Clone Saved Capacity (GiB) Capacity which the clone internal volume shares with its source internal volume 
  
Volume 
Provisioned Capacity (GiB) Provisioned capacity of volumes in Gibibytes (Base 2 units) 
Accessed Capacity (GiB) Provisioned capacity of volumes that are accessed by hosts 
Orphaned Capacity (GiB) Provisioned capacity of volumes that are masked but do not have active path to them 
Consumed Capacity (GiB) The amount of volume capacity consumed in the storage pool  

 
NOTE: The term "terabyte" (TB) refers to 1,000,000,000,000 bytes (Base 10 units).  Tebibytes (TiB) refers to 1,099,511,627,776 bytes (Base 2 units). 
Typically, most storage arrays discovered by DII will be represented in Tebibytes (DEFAULT).  
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 StorageGRID and IBM XIV will be represented in Terabytes.  For these two families, you must convert to terabytes using the following example:  
storage_node_capacity_fact.totalNodeCapacityUtilizationMB/1024 * 1.0737  

Common Report Definitions – Performance  
Field Description 
Internal Volume / Volume (backend metrics) 
Total IOPS Measures the total number of I/O service requests (read+write) on the volume during the 

selected time period (measured in I/O per sec). Consists of front-end protocol 
IOpS (NFS, CIFS, FC, iSCSI) for NetApp nodes 

Total IOPS Max Measures the maximum I/O service requests on the volume during the selected 
time period (measured in I/O per sec) 

Total Response Time The time it takes from the moment a request for information arrives at the 
storage device to the time when the storage device begin to send the 
information back in response. This is the actual latency of the device in 
milliseconds 

Total Response Time Max The maximum time it takes from the moment a request for information arrives at the 
storage device to the time when the storage device begins to send the information 
back in response.  This is the actual latency of the device in milliseconds 

Total Throughput The Rate at which data is being transmitted in a fixed amount of time in 
response to I/O service requests (measured in MB per sec) 

Total IO Density Measured in IOPS /TiB of capacity 
  
Storage Node (frontend, protocol metrics include all of the volume type metrics e.g. IOPS, Response Time etc) 
Utilization Node CPU Utilization shows the percentage of time that one or more CPUs were busy. In DII, this is based on the higher of CPU, 

WAFL_EX and Kahuna Processor Domain metrics. Details are as follows: 
• System – avg_processor_busy, cpu_elapsed_time1 
• WAFL – total_cp_msecs, cp_phase_times.P2_FLUSH 
• Processor – domain_busy, processor_elapsed_time 
 
Overall node utilization then is displayed as the higher of the 3 (system, WAFL or processor domains) which all indicate a 
controller’s ability (utilization) to process read/write requests. For EMC Symmetrix Arrays, this metric is FA Port 
Utilization. 

  
Other Performance Metrics 
Disk Utilization The percentage % of post-cache service time used for requests out of the 

available sample time. This metric indicates what portion of the time the disk is 
busy servicing requests 

Disk IOPS Measures the total number of I/O service requests on the disk for the virtual 
volume during the time presented period (measured in I/Os per second) 

95th Percentile The 95th percentile states that 95% of the time, the usage is at or below this amount. Conversely, 5% of the samples may be 
bursting above this rate but are ignored 
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Application Overview  
In this section, here are some of the reports that can be 
leveraged to address application specific monitoring: 
 

❑ Application Resource Consumption 
❑ Asset Utilization by Application and Business Unit 
❑ Qtree Capacity with Applications and Business Units 
❑ Open Systems Storage – Top 10 Applications 
❑ Application Allocation and Cost Consumption 
❑ Epic Health Application Summary 
❑ Epic Capacity and Costs 
❑ Application Capacity and Performance 
❑ Kubernetes Capacity Forecast by Cluster or Namespace 
❑ Kubernetes Chargeback – AWS Rate Card 
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1.1 Application Resource Consumption 
Description: This report shows 
top annual application costs 
(derived from DII tier 
annotations), performance 
trends for 
IOPS, latency, vCPU and vRAM 
consumption as well as 
consumer details at bottom.
  
 
Prerequisites: Data 
Infrastructure Insights (DII) 
reporting enabled. 
Application,  tier and tier cost 
annotations deployed. 
 
 
 
 
 
 
 
 
 
 

Report XML:  1.1 Application Resource Consumption 
 
 

https://reporting-ps1325.c01.cloudinsights.netapp.com/bi/?perspective=authoring&id=i775F6571E74C499EA6E141FA3CE2693E&objRef=i775F6571E74C499EA6E141FA3CE2693E&action=edit&cmPropStr=%7B%22id%22%3A%22i775F6571E74C499EA6E141FA3CE2693E%22%2C%22type%22%3A%22report%22%2C%22defaultName%22%3A%221.1%20Application%20Resource%20Consumption%22%2C%22permissions%22%3A%5B%22execute%22%2C%22read%22%2C%22setPolicy%22%2C%22traverse%22%2C%22write%22%5D%7D
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1.1 Application Resource Consumption Definitions 

Metric/Attribute Description 
Application DII configured annotation.  Defines the application associated with the virtual machine or backend storage capacity 
Tier DII configured annotation. Defines tiers of storage based on disk type, disk speed, etc. 
VM Name of the virtual machine discovered and monitored by DII via the vSphere Client API 
Config Type WHEN vCPU <=2 AND vRAM <=8 THEN 'Small' 

WHEN vCPU <=4 AND vRAM <=16 THEN 'Medium' 
WHEN vCPU <=8 AND vRAM <=32 THEN 'Large' 
WHEN vCPU >8 OR vRAM >=32 THEN 'xLarge' 

Annual Compute Cost Embedded cost metric associated with the Config Type: 
WHEN ConfigType ='Small' THEN 1681.92 
WHEN ConfigType ='Medium' THEN 3363.84 
WHEN ConfigType ='Large' THEN 6727.68 
WHEN ConfigType ='xLarge' THEN 13455.36 

Annual Storage Cost Provisioned Capacity in Gibibytes * $840 per year (the cost of storage is an estimate and will vary greatly) 
Total Annual Cost Annual Storage Cost + Annual Compute Cost 
CPUs Number of virtual CPUs associated with the virtual machine inventory 
Memory Amount of memory in Gibibytes associated with the virtual machine inventory 
Provisioned (GiB) Capacity that has been provisioned to virtual machines via a VMDK and Datastore 
Total IOpS Measures the total number of I/O service requests (read+write) on the volume during the selected time period (measured in 

I/O per sec). Consists of front-end protocol IOpS (NFS, CIFS, FC, iSCSI) for NetApp nodes 
Total MBps The Rate at which data is being transmitted in a fixed amount of time in response to I/O service requests (measured in MB 

per sec) 
Latency (ms) The time it takes from the moment a request for information arrives at the storage device to the time when the storage 

device begin to send the information back in response. This is the actual latency of the device in milliseconds 
CPU Utilization Average vCPU Utilization as reported by virtual machine instances for the user selected time period 
RAM utilization Average vRAM Utilization as reported by virtual machine instances for the user selected time period 
Application Count Number of applications being monitored by DII 
Total Cost of Applications A sum of Total Annual Cost for the report 
Total Application Capacity A sum of Provisioned Capacity (GiB) for the report 
Total Allocated CPUs A sum of allocated vCPUs for the report 
Total Allocated RAM A sum of allocated vRAM for the report 
Date Full Date field derived from the Date Dimension table in the DWH 
Time Hourdatetime field derived from the Time Dimension table in the DWH 
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1.2 Asset Utilization by Application and Business Unit  
Description: This report 
shows asset utilization by 
application and business 
unit.  Top application 
performance and capacity 
utilization is emphasized. 
  
Prerequisites: Data 
Infrastructure Insights (DII) 
reporting enabled. 
Application, tier and tier cost 
annotations deployed. 
 
 
 
 
 
 
 
 
 
 
 
 

Report XML:  1.2 Asset Utilization by Application and Business Unit 
 
 
 

https://reporting-ps1325.c01.cloudinsights.netapp.com/bi/?perspective=authoring&id=iF3A4CE85C87A46DCBAE6135A5C013380&objRef=iF3A4CE85C87A46DCBAE6135A5C013380&action=edit&cmPropStr=%7B%22id%22%3A%22iF3A4CE85C87A46DCBAE6135A5C013380%22%2C%22type%22%3A%22report%22%2C%22defaultName%22%3A%221.2%20Asset%20Utilization%20by%20Application%20and%20Business%20Unit%22%2C%22permissions%22%3A%5B%22execute%22%2C%22read%22%2C%22setPolicy%22%2C%22traverse%22%2C%22write%22%5D%7D
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1.2 Asset Utilization by Application and Business Unit Definitions 
Metric/Attribute Description 
Business Unit DII configured annotation.  Defines the Business Unit with host, volume, or internal volume capacity 
Application DII configured annotation.  Defines the application associated with the virtual machine or backend storage capacity 
Host Name of the physical or virtual host monitored by DII 
Type The type of host/server either ‘physical’ or ‘virtual’ 
Storage Name Name of the storage device discovered and monitored by DII 
Tier DII configured annotation. Defines tiers of storage based on disk type, disk speed, etc. 
Total Provisioned (TiB) Internal Volume or Volume/LUN capacity allocated to host initiators that are annotated with Business Unit or Application. 
Total Used (TiB) For Internal Volumes that are not LUNS and with Space Guarantee disabled, this is written capacity grouped by Application 

or Business Unit. For Internal Volumes with Space Guarantee enabled and for LUNs, used capacity will be equal to 
allocated 

Total IOpS Max of Average IOpS (both read and write) averaged daily for past 90 days 
Response Time (ms) Average Latency in milliseconds for past 90 days 
Full Date Hourdatetime and/or fulldate fields derived from the Time Dimension and Date Dimension tables in the DWH 
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1.3 Qtree Capacity by Application and Business Unit  
Description: This report 
shows NetApp Qtree 
capacity by Application 
and Business Unit. 
 
 
Prerequisites: Data 
Infrastructure Insights 
(DII) reporting enabled. 
Application, Business 
Unit, tier and tier cost 
annotations deployed. 
 
 
 
 
 
 
 
 
 
 
 

 
Report XML:  1.3 Qtree Capacity by Application and Business Unit  
 
 
 

https://reporting-ps1325.c01.cloudinsights.netapp.com/bi/?perspective=authoring&id=i0A49493D009C4F108DB4B7995E488D16&objRef=i0A49493D009C4F108DB4B7995E488D16&action=edit&cmPropStr=%7B%22id%22%3A%22i0A49493D009C4F108DB4B7995E488D16%22%2C%22type%22%3A%22report%22%2C%22defaultName%22%3A%221.3%20Qtree%20Capacity%20with%20Applications%20and%20Business%20Units%22%2C%22permissions%22%3A%5B%22execute%22%2C%22read%22%2C%22setPolicy%22%2C%22traverse%22%2C%22write%22%5D%7D
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1.3 Qtree Capacity by Application and Business Unit Definitions 
Metric/Attribute Description 
Application DII configured annotation.  Defines the application associated with the virtual machine or backend storage capacity 
Business Unit DII configured annotation.  Defines the Business Unit with host, volume, or internal volume capacity 
Qtree Name Name of the Qtree associated with the internal volume. A NetApp Qtree is a logically defined file system that acts as a 

subdirectory within a volume, allowing you to partition a volume into smaller, more manageable segments 
Qtree ID ID associated with the Qtree used for SQL joins in reporting 
Qtree Type The type of Qtree (Default, Explicit) 
Storage Name Name of the storage device discovered and monitored by DII 
Aggregate Name of the aggregate/pool associated with the storage device discovered and monitored by DII 
Volume Name of the volume associated with the storage device 
Quota Type Specifies the target type (tree, group or user) to which this quota applies 
Hard File Limit  Hard limit on the number of files that this quota imposes on the tree, group or user 
Soft File Limit Soft quota file limit that, if exceeded, issues warnings, rather than rejecting file creation requests 
Hard Limit  (GiB) Hard disk space limit, in Gibibytes, that this quota imposes on the tree, group, user or type 
Soft Limit (GiB) Soft quota space limit, in Gibibytes, that if exceeded, issues warnings rather than rejecting space requests 
Threshold (GiB) Disk space usage point, in Gibibytes, at which warnings of approaching quota limits are issued 
Used Files Number of files currently used by the target of this quota 
Allocated (GiB) Total allocated capacity on internal volume in Gibibytes (Base 2 units) 
Used (GiB) Used capacity in Gibibytes as reported by the Internal Volume  
Used % Used (GiB) / Allocated (GiB) 
Qtree Count Total number of Qtrees for this report 
Total Applications Total number of Applications for this report 
Total Business Units Total number of Business Units for this report 
Total Allocated Capacity (GiB) Sum of Allocated (GiB) for this report 
Total Used Capacity (GiB) Sum of Used (GiB) for this report 
Total Used % Total Used Capacity (GiB) / Total Allocated Capacity (GiB) 
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1.5 Application Allocation and Cost Consumption 
Description: This report 
shows application resource 
consumption and costs over 
time.  Assigned and 
unassigned resource costs 
and consumption metrics 
are highlighted. 
 
Prerequisites: Data 
Infrastructure Insights (DII) 
reporting enabled. 
Application, tier and tier 
cost annotations deployed. 
 
 
 

 

 

 

 

 

 

 

Report XML: 1.5 Application Allocation and Cost Consumption 

https://reporting-ps1325.c01.cloudinsights.netapp.com/bi/?perspective=authoring&id=i745D19ED6AAF402ABEC484CF8C3639DC&objRef=i745D19ED6AAF402ABEC484CF8C3639DC&action=edit&cmPropStr=%7B%22id%22%3A%22i745D19ED6AAF402ABEC484CF8C3639DC%22%2C%22type%22%3A%22report%22%2C%22defaultName%22%3A%221.5%20Application%20Allocation%20and%20Cost%20Consumption%22%2C%22permissions%22%3A%5B%22execute%22%2C%22read%22%2C%22setPolicy%22%2C%22traverse%22%2C%22write%22%5D%7D
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1.5 Application Allocation and Cost Consumption Definitions 

Metric/Attribute Description 
Application DII configured annotation.  Defines the application associated with the virtual machine or backend storage capacity 
Allocated (GiB) Capacity in Gibibytes provisioned to host initiators or virtual machines 
Allocated Cost DII configured annotation.  Cost of capacity allocated via tier/cost annotations to host initiators or virtual machines 
Application Cost DII configured annotation.  Cost of applications via tier/cost annotations 
Application Capacity GiB Capacity in Gibibytes assigned to applications associated with host initiators or virtual machines 
Unassigned Costs Cost of capacity that is not assigned to applications 
Unassigned Capacity GiB Total capacity that is not assigned to applications 
Full Date Hourdatetime and/or fulldate fields derived from the Time Dimension and Date Dimension tables in the DWH 
Tier DII configured annotation. Defines tiers of storage based on disk type, disk speed, etc. 
Tier Cost DII configured annotation. Defines costs associated with tiers  
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1.10 Epic Health Application Summary 
Description: This report is a 
summary of EPIC application 
performance and capacity 
trends.  Top applications are 
shown for vCPU and vRAM 
utilization, IOPS and Latency 
comparisons with allocated 
capacity. 
 
 
Prerequisites: Data 
Infrastructure Insights (DII) 
reporting enabled. 
Application, tier and tier cost 
annotations deployed. 
 

 

 

 

 

 

Report XML: 1.10 Epic Health Application Summary 

 

 

https://reporting-ps1325.c01.cloudinsights.netapp.com/bi/?perspective=authoring&id=i45AB69EAF62E4FF0A1991BEFFF606548&objRef=i45AB69EAF62E4FF0A1991BEFFF606548&action=edit&cmPropStr=%7B%22id%22%3A%22i45AB69EAF62E4FF0A1991BEFFF606548%22%2C%22type%22%3A%22report%22%2C%22defaultName%22%3A%221.10%20Epic%20Health%20Application%20Summary%22%2C%22permissions%22%3A%5B%22execute%22%2C%22read%22%2C%22setPolicy%22%2C%22traverse%22%2C%22write%22%5D%7D
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1.10 Epic Health Application Summary Definitions 

Metric/Attribute Description 
Application DII configured annotation.  Defines the EPIC applications associated with the virtual machine or backend storage capacity 
Server Count Total number of virtual machines associated with the EPIC applications 
Provisioned (TiB) Capacity in Tebibytes that has been provisioned to virtual machines hosting EPIC applications 
Used Capacity (TiB) Used capacity in Tebibytes associated with the virtual machines that are hosting EPIC applications 
Free (TiB) Provisioned (TiB) - Used Capacity (TiB) 
Allocated vCPUs Number of virtual CPUs allocated to EPIC applications running on virtual machines 
Allocated vRAM Amount of virtual Memory allocated to EPIC applications 
Avg IOpS Max of average total IOPS (read+write) as reported by the virtual machines running EPIC applications 
Latency (ms) Average total response time (read+write) as reported by the virtual machines running EPIC applications 
CPU %  Average CPU utilization % of virtual machines 
RAM % Average Memory utilization % of virtual machines 
Date Full Date field derived from the Date Dimension table in the DWH 
Time Hourdatetime field derived from the Time Dimension table in the DWH 
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1.11 Epic Capacity and Costs 
Description: This report shows the 
costs assoicated with EPIC based 
applications and the underlying 
supporting infrastructure. 
 
 
Prerequisites: Data Infrastructure 
Insights (DII) reporting enabled. 
Application, tier and tier cost 
annotations deployed. 
 

 

 

 

 

 

 

 

 

Report XML: 1.11 Epic Capacity and Costs 

 

 

https://reporting-ps1325.c01.cloudinsights.netapp.com/bi/?perspective=authoring&id=i041398F196904C8CB658560006EA3A5B&objRef=i041398F196904C8CB658560006EA3A5B&action=edit&cmPropStr=%7B%22id%22%3A%22i041398F196904C8CB658560006EA3A5B%22%2C%22type%22%3A%22report%22%2C%22defaultName%22%3A%221.11%20Epic%20Capacity%20and%20Costs%22%2C%22permissions%22%3A%5B%22execute%22%2C%22read%22%2C%22setPolicy%22%2C%22traverse%22%2C%22write%22%5D%7D
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1.11 Epic Capacity and Costs Definitions 

Metric/Attribute Description 
Application DII configured annotation.  Defines the EPIC applications associated with the virtual machine or backend storage capacity 
Allocated (GiB) Capacity in Gibibytes that has been provisioned to virtual machines hosting EPIC applications 
Used (GiB) Used capacity in Tebibytes associated with the virtual machines that are hosting EPIC applications 
Used % Used (GiB) / Allocated (GiB) 
Tier Cost DII configured annotation.  Defines the cost per Gibibyte associated with the storage tier 
Allocated Cost Tier Cost * Virtual Machine Provisioned (GiB) 
Total Compute Cost Sum of Allocated Cost for compute devices 
Total Storage Cost Sum of Allocated Cost for storage devices 
IOPS Max of average total IOPS (read+write) as reported by the virtual machines running EPIC applications 
Throughput Max of average total throughput in Megabytes per second (read+write) as reported by the virtual machines running EPIC 

applications 
Latency Average total response time in milliseconds (read+write) as reported by the virtual machines running EPIC applications 
Epic VM Count Number of VMs used for EPIC applications 
Epic Allocated Capacity Amount of provisioned capacity in Tebibytes allocated for EPIC applications 
Epic Used Capacity Amount of used capacity in Tebibytes allocated for EPIC applications 
Epic Free Capacity Epic Allocated Capacity  - Epic Used Capacity 
Epic Compute Costs Sum of Allocated Cost for EPIC applications 
Epic Storage Costs Sum of Allocated Cost for Storage associated with EPIC applications 
Allocated (TiB) Sum of Capacity in Tebibytes that has been provisioned to virtual machines hosting EPIC applications 
Used (TiB) Sum of Used Capacity in Tebibytes that has been provisioned to virtual machines hosting EPIC applications 
Date Full Date field derived from the Date Dimension table in the DWH 
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1.12 Application Capacity and Performance 
Description: This report 
shows application 
specific capacity and 
performance metrics 
captured by DII. 
 
Prerequisites: Data 
Infrastructure Insights 
(DII) reporting enabled. 
Application, tier and tier 
cost annotations 
deployed. 
 

 

 

 

 

 

 

 

 

Report XML: 1.12 Application Capacity and Performance  

  

https://reporting-ps1325.c01.cloudinsights.netapp.com/bi/?perspective=authoring&id=i4DA915504E624EB39B2A0E054344899B&objRef=i4DA915504E624EB39B2A0E054344899B&action=edit&cmPropStr=%7B%22id%22%3A%22i4DA915504E624EB39B2A0E054344899B%22%2C%22type%22%3A%22report%22%2C%22defaultName%22%3A%221.12%20Application%20Capacity%20and%20Performance%22%2C%22permissions%22%3A%5B%22execute%22%2C%22read%22%2C%22setPolicy%22%2C%22traverse%22%2C%22write%22%5D%7D
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1.12 Application Capacity and Performance Definitions 

Metric/Attribute Description 
Application DII configured annotation.  Defines the application associated with the virtual machine or backend storage capacity 
Allocated (GiB) Capacity in Gibibytes that has been provisioned to virtual machines running applications 
Used (GiB) Used capacity in Gibibytes reported by the virtual machines running applications 
Used (%) Used (GiB) / Allocated (GiB) 
Total IOPS Max of average total IOPS (read+write) as reported by the virtual machines running applications 
Peak IOPS Max of Max total IOPS (read+write) as reported by the virtual machines running applications 
Total MB/s Max of average total throughput in Megabytes per second (read+write) as reported by the virtual machines  
Peak MB/s Max of Max total throughput in Megabytes per second as reported by the virtual machines 
Avg. Latency Average total response time in milliseconds (read+write) 
Peak Latency Max total response time in milliseconds (read+write) 
Used (TiB) Used capacity in Tebibytes associated with virtual machines 
Allocated (TiB) Provisioned capacity in Tebibytes associated with virtual machines 
Global Used (%) Sum of Used (TiB) / Allocated (TiB) 
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1.25 Kubernetes Chargeback 
Description: This report 
shows Kubernetes 
infrastructure costs 
configured by the rate card 
on the right.  Montly 
summaries and details are 
included. 
 
Prerequisites: Data 
Infrastructure Insights (DII) 
reporting enabled. 
Application, tier and tier 
cost annotations 
deployed. 
 

 

 

 

 

Report XML: 1.25 Kubernetes Chargeback 

 

 

 

https://reporting-ps1325.c01.cloudinsights.netapp.com/bi/?perspective=authoring&id=iF85947416D6F4710A1A19BA1E047ABB1&objRef=iF85947416D6F4710A1A19BA1E047ABB1&action=edit&cmPropStr=%7B%22id%22%3A%22iF85947416D6F4710A1A19BA1E047ABB1%22%2C%22type%22%3A%22report%22%2C%22defaultName%22%3A%221.25%20Kubernetes%20Chargeback%20-%20AWS%20Rate%20Card%2006272023%22%2C%22permissions%22%3A%5B%22execute%22%2C%22read%22%2C%22setPolicy%22%2C%22traverse%22%2C%22write%22%5D%7D
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1.25 Kubernetes Chargeback Definitions 

Metric/Attribute Description 
Cluster/Region Name of the on Prem host cluster or region for cloud providers 
Resource Type Name of the Kubernetes Node 
Resource Name Kubernetes Node  
Resource Qty Number of the vCPUs associated with Kubernetes instance 
Billable Type Instance cost per hour 
Config Type Cloud instance type or VMware resource 
Billable Cost .02541 per hour 
Billable Qty Type Total Instance Hours 
Billable Qty LEAST(COUNT(DISTINCT hourDateTime), 720) 
Monthly Cost LEAST(COUNT(DISTINCT hourDateTime), 720) * vm.processors * 0.02641 
Monthly Summary total([Monthly Cost] for report) 
Monthly Cost of K8s Nodes total(IF([Resource Type] contains 'Node') THEN ([Monthly Cost]) ELSE (0) for report) 
Monthly Cost of Namespaces When resource type = ‘namespace’ then tier_dimension.cost/10 * vm_capacity.provisionedMB/1024 
Monthly Cost of On-Prem total(IF([Config Type] ='VMware') THEN ([Monthly Cost]) ELSE (0) for report) 
Real Cost AWS or VMware rate card associated with the Config Type 
Monthly Cost by Config WHEN [Resource Type] contains 'Node' THEN [Real Cost]*[Billable Qty.] ELSE [Billable Qty.]*[Billable Cost] 
Monthly Cost by Cluster WHEN [Resource Type] contains 'Node' THEN [Real Cost]*[Billable Qty.] ELSE [Billable Qty.]*[Billable Cost] 
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Assets Overview  
These are some of the day-to-day and monthly asset 
management tasks that can be addressed by leveraging the 
reports in this catalog. Here are some of the objectives met by 
this section: 
 

❑ Physical Assets 
❑ Assessment Metrics 
❑ SAN Switch Inventory 
❑ End to End Path – SAN and NAS – with Performance 
❑ VM End to End Path – SAN and NAS / with Application 
❑ AIQUM – NetApp Storage Summary Report 
❑ Host with Single Point of Failure 
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2.2 Physical Assets 
Description: This report is a 
collection of 5 separate 
asset categories.  
Host/Servers, Virtual 
Machines, Storage Arrays, 
FC Switches and Switch 
Connectivity. 
 
Prerequisites: Data 
Infrastructure Insights (DII) 
reporting enabled. 
No annotations required. 
 

 

 

 

 

 

 

 

Report XML: 2.2 Physical Assets 

 

 

https://reporting-ps1325.c01.cloudinsights.netapp.com/bi/?perspective=authoring&id=i4DB3ED2715E54358BE9E74713AF29934&objRef=i4DB3ED2715E54358BE9E74713AF29934&action=edit&cmPropStr=%7B%22id%22%3A%22i4DB3ED2715E54358BE9E74713AF29934%22%2C%22type%22%3A%22report%22%2C%22defaultName%22%3A%222.2%20Physical%20Assets%22%2C%22permissions%22%3A%5B%22execute%22%2C%22read%22%2C%22setPolicy%22%2C%22traverse%22%2C%22write%22%5D%7D
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2.3 Assessment Metrics 
Description: This report  
 
 
Prerequisites: Data Infrastructure 
Insights (DII) reporting enabled. 
Application, tier and tier cost 
annotations deployed. 
 

 

 

 

 

 

 

 

 

 

 

 

 

Report XML: 2.3 Assessment Metrics 

https://reporting-ps1325.c01.cloudinsights.netapp.com/bi/?perspective=authoring&id=iDFA452CC96A749618C452CC079FC484C&objRef=iDFA452CC96A749618C452CC079FC484C&action=edit&cmPropStr=%7B%22id%22%3A%22iDFA452CC96A749618C452CC079FC484C%22%2C%22type%22%3A%22report%22%2C%22defaultName%22%3A%222.3%20Assessment%20Metrics%22%2C%22permissions%22%3A%5B%22execute%22%2C%22read%22%2C%22setPolicy%22%2C%22traverse%22%2C%22write%22%5D%7D
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2.4 SAN Switch Inventory 
Description: This 
report  
 
 
Prerequisites: Data 
Infrastructure 
Insights (DII) 
reporting enabled. 
Application, tier and 
tier cost annotations 
deployed. 
 

 

 

 

 

 

 

 

 

 

 

Report XML: 2.4 SAN Switch Inventory 

https://reporting-ps1325.c01.cloudinsights.netapp.com/bi/?perspective=authoring&id=iECA7900DF04948548F5492460E604503&objRef=iECA7900DF04948548F5492460E604503&action=edit&cmPropStr=%7B%22id%22%3A%22iECA7900DF04948548F5492460E604503%22%2C%22type%22%3A%22report%22%2C%22defaultName%22%3A%222.4%20SAN%20Switch%20Inventory%22%2C%22permissions%22%3A%5B%22execute%22%2C%22read%22%2C%22setPolicy%22%2C%22traverse%22%2C%22write%22%5D%7D
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2.4 SAN Switch Inventory Definitions 

Metric/Attribute Description 
Data Center DII configured annotation.  Defines the location of the device 
Switch Name of the SAN switch discovered and monitored by DII 
Vendor Manufacturer of the SAN switch  
Model Model name of the SAN switch 
Serial Number Serial Number of the SAN switch 
Firmware Firmware version of the SAN switch 
Total Ports Total number of ports associated with each switch 
Free Ports Total number of free ports associated with each switch 
Used Ports Total number of used ports associated with each switch 
% Free Free Ports / Total Ports 
F-Port Count Total number of F-Ports 
E-Port Count Total number of E-Ports 
OtherPortCount Total number of ‘Other’ report types 
Port OK Total number of active ports on the switch 
Port Error Total number of port errors 
In-Active Total number of inactive ports on the switch 
Raw Port Status Status of the raw port e.g. offline, healthy, no light, no module, online, laser fault etc. 
Full Date Fulldate field derived from the Date Dimension tables in the DWH 
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2.5 End to End Path – SAN and NAS with Performance 
Description: This report 
contains a comprehensive 
estate level view of SAN and 
NAS resource paths with 
alerts.  Please see the data 
dictionary for definitions. 
 
Prerequisites: Data 
Infrastructure Insights (DII) 
reporting enabled. 
No annotations required. 
 

 

 

 

 

 

Report XML:  2.5 End to End Path - SAN and NAS with Performance 

 

 

 

 

 

https://reporting-ps1325.c01.cloudinsights.netapp.com/bi/?perspective=authoring&id=i90F7A791AB924FD4ABCF1520B990833D&objRef=i90F7A791AB924FD4ABCF1520B990833D&action=edit&cmPropStr=%7B%22id%22%3A%22i90F7A791AB924FD4ABCF1520B990833D%22%2C%22type%22%3A%22report%22%2C%22defaultName%22%3A%222.5%20End%20to%20End%20Path%20-%20SAN%20and%20NAS%20-%20with%20Performance%22%2C%22permissions%22%3A%5B%22execute%22%2C%22read%22%2C%22setPolicy%22%2C%22traverse%22%2C%22write%22%5D%7D
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2.5 End to End Path Definitions 

Metric/Attribute Description 
Server Name of the hypervisor discovered and monitored by DII 
ESX CPUs The CPU count associated with the hypervisor 
ESX RAM (GiB) The amount of RAM in Gibibytes associated with the hypervisor 
vCPU Subscription % [ESX CPUs] / total([vCPUs] for [Server]) 
vCPU Subscription Risk  vCPU Subscription % > 4 

 vCPU Subscription % BETWEEN 2.4 and 4 
vRAM Subscription % [ESX RAM (GiB)] / total([vRAM (GiB)] for [Server]) 
vRAM Subscription Risk  vRAM Subscription % > 4 

 vRAM Subscription % BETWEEN 2.5 and 4 
Virtual Machine Name of the virtual machine associated with the hypervisor 
vCPUs Number of vCPUs allocated to the virtual machine 
vRAM (GiB) Amount of vRAM in Gibibytes allocated to the virtual machine 
VM Latency (ms) Average total response time in milliseconds (read+write) as reported by the virtual machine 
VM Performance Risk  VM Latency (ms) > 25 

 VM Latency (ms) BETWEEN 10 and 25 
VMDK Name of the virtual disk provisioned to the virtual machine 
VMDK Provisioned (GiB) Amount of capacity in Gibibytes of the VMDK 
VMDK Used (GiB) Amount of used capacity in Gibibytes of the VMDK 
VMDK Capacity Risk  VMDK Used % > .75 

 VMDK Used % Between .65 and .75 
Datastore Name of the datastore associated with the hypervisor 
Datastore Allocated (GiB) Amount of capacity in Gibibytes allocated to the datastore 
Datastore Capacity Risk  Datastore Used % > .75 

 Datastore Used % Between .65 and .75 
Storage Name of the storage device discovered and monitored by DII that feeds the datastore 
LUN Name of the LUN associated with the storage device  
LUN Capacity Amount of capacity in Gibibytes allocated to the LUN 
LUN Used Amount of used capacity in Gibibytes reported by the LUN 
LUN Capacity Risk  Lun Used % > .75 

 Lun Used % Between .65 and >.75 
LUN Latency (ms) Average total response time in milliseconds (read+write) as reported by the Volume/LUN 
LUN Performance Risk  LUN Latency (ms) > 10 

 LUN Latency (ms) Between 5 and 10 
 LUN Latency (ms) <= 5 

Share Name of the NFS share associated with the storage device 
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Share Capacity (GiB) Amount of Capacity in Gibibytes allocated from the Flexvol to the share 
Share Used (GiB) Amount of Used Capacity in Gibibytes as reported from the Flexvol 
Share Used % Share Used (GiB) / Share Capacity (GiB) 
Share Capacity Risk  Share Used % > .75 

 Share Used % Between .65 and .75 
Protocol The protocol associated with the share e.g. NFS, CIFS 
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2.6 VM End to End Path – SAN and NAS  
Description: This report 
contains a view of VM SAN 
and NAS resource paths 
with alerts.  Please see the 
data dictionary for 
definitions. 
 
Prerequisites: Data 
Infrastructure Insights (DII) 
reporting enabled. 
No annotations required. 
 

 

 

 

 

 

 

Report XML: 2.6 VM End to End Path - SAN and NAS 

 

 

 

 

https://reporting-ps1325.c01.cloudinsights.netapp.com/bi/?perspective=authoring&id=i029BE21E573E444FAABC367908E924CC&objRef=i029BE21E573E444FAABC367908E924CC&action=edit&cmPropStr=%7B%22id%22%3A%22i029BE21E573E444FAABC367908E924CC%22%2C%22type%22%3A%22report%22%2C%22defaultName%22%3A%222.6%20VM%20End%20to%20End%20Path%20-%20SAN%20and%20NAS%22%2C%22permissions%22%3A%5B%22execute%22%2C%22read%22%2C%22setPolicy%22%2C%22traverse%22%2C%22write%22%5D%7D
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2.6 VM End to End Path Definitions 

Metric/Attribute Description 
Server Name of the hypervisor discovered and monitored by DII 
Virtual Machine Name of the virtual machine associated with the hypervisor 
Datastore Name of the datastore associated with the hypervisor 
Storage Name of the storage device discovered and monitored by DII that feeds the datastore 
Vendor Manufacturer of the storage device 
Model Model name of the storage device 
Firmware Firmware or Microcode Version of the storage device 
LUN Name of the LUN associated with the storage device  
LUN Capacity GiB Amount of capacity in Gibibytes allocated to the LUN 
Share Name of the NFS share associated with the storage device 
Protocol The protocol associated with the share e.g. NFS, CIFS 
Share Capacity GiB Amount of Capacity in Gibibytes allocated from the Flexvol to the share 
VMDK Name of the virtual disk provisioned to the virtual machine 
VMDK Provisioned GiB Amount of capacity in Gibibytes of the VMDK 
VMDK Used GiB Amount of used capacity in Gibibytes of the VMDK 
VMDK % Used VMDK Used GiB  / VMDK Provisioned GiB 
Datastore Allocated GiB Amount of capacity in Gibibytes allocated to the datastore 
Datastore Used GiB The amount of data-store capacity being used (vm_capacity_fact.ActualMB/1024) 
DS % Used Datastore Used GiB / Datastore Allocated GiB 
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2.9 AIQUM - NetApp Storage Summary Report  
Description: This report 
shows NetApp Clusters 
with node pairs and the 
capacity metrics for 
each cluster. 
 
Prerequisites: Data 
Infrastructure Insights 
(DII) reporting enabled. 
No annotations required. 
 

 

 

 

 

 

 

 

 

Report XML: 2.9 AIQUM - NetApp Storage Summary Report 

 

 

https://reporting-ps1325.c01.cloudinsights.netapp.com/bi/?perspective=authoring&id=iD106619808F24598AF9D8C1C63F0AEFA&objRef=iD106619808F24598AF9D8C1C63F0AEFA&action=edit&cmPropStr=%7B%22id%22%3A%22iD106619808F24598AF9D8C1C63F0AEFA%22%2C%22type%22%3A%22report%22%2C%22defaultName%22%3A%222.9%20AIQUM%20-%20NetApp%20Storage%20Summary%20Report%22%2C%22permissions%22%3A%5B%22execute%22%2C%22read%22%2C%22setPolicy%22%2C%22traverse%22%2C%22write%22%5D%7D
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2.9 NetApp Storage Summary Report Definitions 

Metric/Attribute Description 
Cluster Name of the NetApp CDOT cluster discovered and monitored by DII 
Model Model name of the CDOT cluster 
OS Version ONTAP version associated with the CDOT cluster 
HA Pair Node pair associated with the CDOT cluster 
Total Raw Capacity (TiB) Pre-RAID Raw Capacity in Tebibytes of all disks as reported by the storage device monitored by DII and contained in 

the Storage and Storage Pool Capacity Fact table 
Unconfigured Raw Capacity (TIB) Unused disks (including failed and spare) that are not allocated to a storage pool or aggregate 
Aggregate Total Capacity (TiB) Capacity in Tebibytes that is allocated for a storage-pool or aggregate as reported by the storage-array  
Aggregate Used Capacity (TiB) Capacity in Tebibytes that is used in a storage-pool or aggregate 
Aggregate Unused Capacity (TiB) Aggregate Total Capacity (TiB) - Aggregate Used Capacity (TiB) 
Allocated LUN Capacity (TiB) Volume/LUN capacity in Tebibytes allocated to host initiators 
Unallocated LUN Capacity (TiB) Volume UnAllocated capacity in Tebibytes as reported by the storage pool or aggregate 
Volume Total Capacity (TiB) Provisioned capacity in Tebibytes of all volumes on this storage pool  
Volume Used Capacity (TiB) Volume or Internal Volume Used Capacity in Tebibytes. If capacity is Thick Provisioned, then used will equal 

Allocated or Total 
Volume Unused Capacity (TiB) Provisioned capacity in Tebibytes of unused volumes on this storage pool 
Volume Protection Capacity (TiB) Capacity in Tebibytes reserved for backup or mirroring 
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2.10 Hosts with Single Point of Failure  
Description: This report  
 
Prerequisites: Data Infrastructure 
Insights (DII) reporting enabled. 
No annotations required. 
 

 

 

 

 

 

 

 

 

 

Report XML: Hosts with Single Point of Failure 

 

 

 

 

 

https://reporting-ps1325.c01.cloudinsights.netapp.com/bi/?perspective=authoring&id=i22380690FB034F888744BE505FAB0F0A&objRef=i22380690FB034F888744BE505FAB0F0A&action=edit&cmPropStr=%7B%22id%22%3A%22i22380690FB034F888744BE505FAB0F0A%22%2C%22type%22%3A%22report%22%2C%22defaultName%22%3A%222.10%20Hosts%20with%20Single%20Point%20of%20Failure%22%2C%22permissions%22%3A%5B%22execute%22%2C%22read%22%2C%22setPolicy%22%2C%22traverse%22%2C%22write%22%5D%7D
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2.11 SAN Overview 
Description: This 
report shows 
critical SAN switch 
port performance 
and capacity 
statistics for all 
vendors. 
 
Prerequisites: 
Data Infrastructure 
Insights (DII) 
reporting enabled.   
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2.11 SAN Overview Definitions 

Metric/Attribute Description 
Switch Name of the fibre channel switch discovered and monitored by DII 
Vendor The manufacturer of the switch 
Model The model name of the switch 
Serial Number The serial number associated with the switch 
Firmware The firmware version deployed on the switch 
Total Ports Total number of ports for the switch 
Used Ports Total number of connected ports 
Used Ports % Used Ports / Total Ports 
Free Ports Total Ports – Used Ports 
Port OK Total number of ports functioning normally on the switch 
In-Active Total number of ports that are in-active on the switch 
Rx Traffic (MB) Rx (or read) Traffic in Megabytes on the switch 
Tx Traffic (MB) Tx (or write) Traffic in Megabytes on the switch 
Utilization % Port utilization percent on the switch 
Peak Utilization % Peak port utilization percent on the switch 
bbCredit Zero This is a counter that indicates the number of times a port was unable to transmit frames because the transmit buffer-

to-buffer (BB) credit was zero.   Buffer-to-buffer (BB) credits are a flow control mechanism used in Fibre Channel 
(SAN) to manage the number of frames that can be sent to a recipient switch device without causing saturation 

bbCredit Zero Ms Tx This is the measure of bbCredit Zero latency in milliseconds during transmit operations on a port 
Max Port Utilization The maximum port utilization % for all switches discovered by DII over a 14 day period collected hourly 
Avg Port Utilization The average port utilization % for all switches discovered by DII over a 14 day period collected hourly 
Port Traffic Read Rx Traffic in Megabytes trending over a 14 day period collected hourly 
Port Traffic Write Tx Traffic Megabytes trending over a 14 day period collected hourly 
Port Utilization % Trends This is the port utilization % over a 14 day period collected hourly 
Port Error Trends This the total error count trend over a 14 day period collected hourly  
Blocked Hosts This is the number of hosts where there is no SAN physical_path, no logical path, no iscsi_path or no nas_logical path 
Hosts with SPF This is the total number of hosts with a single point of failure on a fibre channel network (SAN) 
Orphaned Volumes Total number of volumes that are not mapped or masked 
Class 3 Discards This metric contains the number of frames that were discarded by the switch due to a timeout condition while 

attempting to transmit or receive data, essentially meaning the switch waited too long for a response from the 
connected device and dropped the frame; this is often considered a sign of potential network congestion or a faulty 
connection 
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Port CRC Errors This is the number of times where a Brocade switch receives a Fibre Channel frame with a corrupted Cyclic 
Redundancy Check (CRC) value, indicating that the data within the frame may be unreliable due to transmission 
errors, usually caused by a faulty cable or connection issue on the network port 

Link Failures This is the number of times where a Fibre Channel port on a Brocade switch loses communication with a connected 
device, indicated by a loss of signal or synchronization, causing the link to become inactive and preventing data 
transfer, often due to issues like faulty cables, incompatible SFP transceivers, or physical connection problems 

Signal Losses This is the number of times where the Fibre Channel signal being transmitted on a port is not properly received by the 
connected device, often due to issues with the cable, connector, or the physical link itself, resulting in data loss and 
potential disruption to network traffic 

Total Port Errors % The percent of used ports that have been flagged with an error 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 © 2024 NetApp, Inc. All rights reserved .                                                                  

INTRODUCTION    APPLICATION    ASSETS    CAPACITY    CLOUD    EXECUTIVE   FINANCIAL    INFO TECH   NETAPP DR   PERFORMANCE   VENDOR CENTRIC 

Capacity Overview  
Here are some of the day-to-day capacity management tasks 
that are augmented by using the wide variety of capacity reports 
in this catalog. 
 

❑ Orphaned Capacity by Configuration Detail 
❑ Capacity Efficiency Savings 
❑ Capacity Efficiency Savings – Pool and Volume Reduction Ratios 
❑ Capacity Efficiency Savings for CVO 
❑ Capacity Efficiency Savings for FSx  
❑ Volume Efficiency Savings with Costs 
❑ Capacity Forecast and Trends 
❑ Capacity Consumption by Data Center 
❑ ICP Storage Consumption 
❑ Volume Capacity Growth 
❑ NetApp Aggregate Capacity Utilization 
❑ QoS Policies for SAN and NAS 
❑ Global Usable Capacity 
❑ Global Environment Changes 
❑ Storage Capacity – Executive Overview 
❑ Weekly Storage Consumption 
❑ Reclamation Efficiency Allocation Life Cycle Report 
❑ Storage Capacity Forecast with Projection Exceptions 
❑ Volumes with Highest Capacity Growth 
❑ StorageGrid Capacity with Forecast 
❑ FSx Volume Capacity Trends and Forecast 
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3.1 Orphaned by Configuration Detail 
Description: This 
report shows savings 
from reclaiming 
potential Orphaned by 
Configuration capacity.  
Focus is on block, 
multi-vendor storage. 
 
 
Prerequisites: Data 
Infrastructure Insights 
(DII) reporting enabled. 
Application, tier and 
tier cost annotations 
deployed. 
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3.1 Orphaned by Configuration Detail Definitions 

Metric/Attribute Description 
Volume Name Name of the SAN volume associated with the storage pool / storage device discovered by DII 
Type The vendor specific type of volume e.g. SFS, BCV, Linux, Windows etc. 
Storage Name Name of the storage device discovered and monitored by DII 
Allocated Volume (GiB) Provisioned capacity of all block/SAN volumes on this storage pool in Gibibytes 
Total Capacity (GiB) Total Allocated Volume (GiB) for the report 
Status Custom field 

WHEN [Mapped] is null AND [Masked] is null THEN 'Neither Mapped nor Masked' 
WHEN [Mapped] is null AND [Masked] is not null THEN 'Masked but not Mapped' 
WHEN [Mapped] is not null AND [Masked] is null THEN 'Mapped but not Masked' 

Host Name Name of the physical host 
Blocked Host A host that has been blocked from accessing the network due to connection-rate filtering. This happens when a 

port is configured to block high connection rates, and a host triggers that filter 
OS Operating system of the physical host 
CPUs Number of CPUs for the host 
RAM(GiB) Amount of RAM in Gibibytes installed in the host 
Mapped Defines which hosts can access specific logical units (LUs) within the disk controllers. LUN mapping is usually 

done at the storage system level 
Masked An authorization mechanism used in storage area networks (SANs) to make LUNs available to some hosts but 

unavailable to other hosts 
Potential Cost Savings Total Capacity (GiB) * .35 
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3.2a Capacity Efficiency Savings (Array and Node) 
Description: This 
report shows savings 
from leveraging storage 
efficiency technologies 
in your storage 
environment.   
 
Prerequisites: Data 
Infrastructure Insights 
(DII) reporting enabled. 
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3.2a Capacity Efficiency Savings Definitions 

Metric/Attribute Description 
Array Name of the storage device discovered and monitored by DII 
Vendor Manufacturer of the storage device 
Node Name of the node associated with the storage device 
Model Model name of the storage device 
Usable Capacity (TiB) Usable capacity allocated for a storage-pool as reported by the storage-array in Tebibytes (Base 2 units) 
Logical Used Capacity (TiB) Used capacity in Tebibytes as reported by the internal volume (internal_volume_capacity_fact) 
Used Capacity (TiB) Used capacity in Tebibytes as reported by the storage pool or aggregate and contained in the Storage and Storage Pool 

Capacity Fact table. If Thin Provisioned, then Used = Written. If Thick Provisioned, then Used = Allocated. If Space 
Guarantee is Enabled, then Used = Allocated. 

Physical Used (TiB) Consumed Capacity in Tebibytes reported by the internal volume 
Thin Logical (TiB) IF thinprovisioned =1 THEN allocatedCapacityMB/1024 ELSE 0 
Pool Subscribed % Thin Logical (TiB) / Usable Capacity (TiB) 
Pool Deduplicated (TiB) Derived from the storage_and_storage_pool_capacity_ fact (1 – (dedupeRatio / dedupeRatio) * (Used Capacity TiB))  
Pool Compressed (TiB) (1 – (compressionRatio / compressionRatio) * (Used Capacity TiB)) 
Pool Compacted (TiB) (1 – (compactionRatio / compactionRatio) * (Used Capacity TiB)) 
Pool Efficiency Ratio Used Capacity TiB / (Used Capacity TiB -  Pool Compacted TiB) 
Volume Name Name of the volume associated with the storage pool/aggregate 
Logical Allocated (GiB) Allocated capacity in Gibibytes associated with the internal volume 
Deduplicated (GiB) Derived from the internal_volume_capacity_fact (1 – (dedupeRatio / dedupeRatio) * (Used Capacity GiB)) 
Dedupe % (1 – (internal_volume_capacity_fact.dedupeRatio)) 
Compressed (GiB) (1 – (compressionRatio / compressionRatio) * (Used Capacity GiB)) 
Compression % (1 – (compressionRatio / compressionRatio)) 
Total Savings % (1 – (internal_volume_capacity_fact.dedupeRatio)) + (1 – (compressionRatio / compressionRatio)) 
Dedupe Ratio The amount of data stored after deduplication compared to the amount of data that would be stored without deduplication 
Compression Ratio The amount of data stored after compression compared to the amount of data that would be stored without compression 
Dedupe Enabled True if enabled for this volume 
Compression Enabled True if enabled for this volume 
isEncrypted True if the volume is encrypted 
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3.2b Storage Efficiency Report (Aggregate and Volume Metrics Sum by Array) 
Description: This 
report shows 
efficiency ratios for 
storage pools and 
volumes backed by 
storage efficiency 
technology metrics.   
 
Prerequisites: Data 
Infrastructure Insights 
(DII) reporting enabled. 
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3.2c Capacity Efficiency Savings – CVO Volumes 
Description: This 
report shows storage 
efficiency metrics for 
Cloud Volumes Ontap 
workloads. 
 
Prerequisites: Data 
Infrastructure Insights 
(DII) reporting 
enabled. 
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3.2c Capacity Efficiency Savings – CVO Volumes Definitions 

Metric/Attribute Description 
Node Name of the CVO node associated with the cluster discovered by DII 
Model Model name of the CVO storage node 
Volume Name Name of the volume associated with the CVO storage node 
Logical Allocated (GiB) Allocated capacity in Gibibytes associated with the CVO volume 
Physical Used (GiB) Consumed Capacity in Gibibytes reported by the CVO volume 
Used % Physical Used (GiB) / Logical Allocated (GiB) 

 Used % > .90 
 Used % Between .75 and .90 

Used (GiB) Used capacity in Tebibytes as reported by the CVO volume  
Avg Latency (ms) Average total response time in milliseconds (read+write) from the moment a request for information arrives at the storage 

device to the time when the storage device begin to send the information back in response 
Peak Latency (ms) Maximum response time for the collection period 
Performance Status  WHEN [Avg Latency (ms)] <10 THEN 'Good' 

 WHEN [Avg Latency (ms)] BETWEEN 10 and 15 THEN 'Nearing Threshold' 
 WHEN [Avg Latency (ms)] BETWEEN 15 and 20 THEN 'At Threshold' 
 WHEN [Avg Latency (ms)] > 20 THEN 'Exceeds Threshold' 

Deduplicated (GiB) Derived from the internal_volume_capacity_fact (1 – (dedupeRatio / dedupeRatio) * (Used GiB)) 
Dedupe % (1 – (internal_volume_capacity_fact.dedupeRatio)) 
Compressed (GiB) (1 – (compressionRatio / compressionRatio) * (Used Capacity GiB)) 
Compression % (1 – (compressionRatio / compressionRatio)) 
Total Savings % (1 – (internal_volume_capacity_fact.dedupeRatio)) + (1 – (compressionRatio / compressionRatio)) 
Dedupe Ratio The amount of data stored after deduplication compared to the amount of data that would be stored without deduplication 
Compression Ratio The amount of data stored after compression compared to the amount of data that would be stored without compression 
Dedupe Enabled True if enabled for this volume 
Compression Enabled True if enabled for this volume 
isEncrypted True if the volume is encrypted 

  

 

 

 

 



 © 2024 NetApp, Inc. All rights reserved .                                                                  

INTRODUCTION    APPLICATION    ASSETS    CAPACITY    CLOUD    EXECUTIVE   FINANCIAL    INFO TECH   NETAPP DR   PERFORMANCE   VENDOR CENTRIC 

3.2d Capacity Efficiency Savings – FSx Volumes 
Description: This report 
shows storage efficiency 
metrics for FSx workloads. 
 
 
Prerequisites: Data 
Infrastructure Insights (DII) 
reporting enabled. 
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3.2e Internal Volume Efficiency Savings 
Description: This report 
shows internal volume 
storage efficiency 
savings for nodes and 
individual workloads. 
 
 
Prerequisites: Data 
Infrastructure Insights 
(DII) reporting enabled. 
 

 

 

 

 

 

 

 

 

 

 

Report XML: 3.2 Internal Volume Efficiency Savings 

https://reporting-ps1325.c01.cloudinsights.netapp.com/bi/?perspective=authoring&id=i676391BA51CC48E199F1B05A526E8FE0&objRef=i676391BA51CC48E199F1B05A526E8FE0&action=edit&cmPropStr=%7B%22id%22%3A%22i676391BA51CC48E199F1B05A526E8FE0%22%2C%22type%22%3A%22report%22%2C%22defaultName%22%3A%223.2%20Volume%20Efficiency%20Savings%20with%20Costs%22%2C%22permissions%22%3A%5B%22execute%22%2C%22read%22%2C%22setPolicy%22%2C%22traverse%22%2C%22write%22%5D%7D
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3.3 Capacity Forecast and Trends 
Description: This 
report shows 
capacity trends for 
storage pools / 
aggregates including 
linear regression 
forecasting and 
monthly growth 
rates. 
 
Prerequisites: Data 
Infrastructure 
Insights (DII) 
reporting enabled.  
At least 2 months of 
historical data is 
required to show 
projections. 
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3.3 Capacity Forecast and Trends Definitions 

Metric/Attribute Description 
Storage Device Name of the storage device discovered and monitored by DII 
Total Usable Capacity (TiB) Sum of all Usable capacity allocated for a storage-pool as reported by the storage-array in Tebibytes (Base 2 units) 
Total Used Capacity (TiB) Sum of all Capacity used in a storage-pool as reported by the storage-array in TIB 
Internal Volume Allocated (TiB) Total allocated capacity of internal volumes (Flexvols) on this storage pool in Tebibytes 
Volume Allocated (TiB) Provisioned capacity of all SAN/Block volumes on this storage pool in Tebibytes 
Total Provisioned (TiB) IF Internal Volume Allocated (TiB) > Volume Allocated (TiB) THEN Internal Volume Allocated (TiB) ELSE Volume Allocated 

(TiB) 
Total Available (TiB) Total Usable Capacity (TiB) - Total Available (TiB) 
Usable (TiB) Usable capacity allocated for a storage-pool as reported by the storage-array in Tebibytes (Base 2 units) 
Used (TiB) Used capacity in Tebibytes as reported by the storage pool or aggregate. If Thin Provisioned, then Used = Written. If Thick 

Provisioned then Used = Allocated 
Forecast Usable (TiB) Usable Capacity in Tebibytes for the future 12 month period. This field is the basis for the intercept as a result of linear 

regression and projected used capacity. The field is contained in the Storage and Storage Pools Capacity FUTURE Fact table 
Forecast Used (TiB) Forecast Used Capacity in Tebibytes for the future 12 month period 
Used in 12 Months  IF([MaxDate]=[Full Date]) THEN ([Forecast Used (TiB)]) ELSE (0) 
Monthly Growth Rate ([Used (TiB) in 12 Months]-[Current for Report])/12 
Date Full Date field available in the DWH Date Dimension table 
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3.4 Capacity Consumption 
Description: This report 
shows capacity 
consumption by data 
center for mult-vendor 
storage devices. 
 
Prerequisites: Data 
Infrastructure Insights (DII) 
reporting enabled.  At least 
2 months of historical data 
is required to show 
projections. 
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3.4 Capacity Consumption Definitions 

Metric/Attribute Description 
Data Center DII configured annotation.  DII configured annotation.  Defines the location of the device 
Storage Array Name of the storage device discovered and monitored by DII 
Future Days DATEDIFF( 

IF( 
SUM(Projected Usable (TiB)) <= SUM(Projected Used (TiB)), FullDate,'9999-01-01'), NOW()) 

Time to Full IF( 
MIN(Future Days) > 365,1+ Year',  
CONCAT(FLOOR(MIN(future.days) / 30), ' Months, ', MIN(future.days) % 30, ' Days') 

Raw Capacity (TiB) Pre-RAID Raw Capacity in TiB of all disks as reported by the storage device monitored by DII and contained in the Storage 
and Storage Pool Capacity Fact table.  Represented as:  capacity * rawToUsableRatio 

Usable (TiB) Usable capacity allocated for a storage-pool as reported by the storage-array in Tebibytes (Base 2 units) 
Used (TiB) Used capacity in Tebibytes as reported by the storage pool or aggregate. If Thin Provisioned, then Used = Written. If Thick 

Provisioned then Used = Allocated 
Used % Used (TiB) / Usable (TiB) 
Free (TiB) Usable (TiB) - Used (TiB) 
Projected Usable (TiB) Usable Capacity in Tebibytes for the future 12 month period. This field is the basis for the intercept as a result of linear 

regression and projected used capacity. The field is contained in the Storage and Storage Pools Capacity FUTURE Fact 
table. 

Forecasting (Projected Used TiB) Forecast Used Capacity in Tebibytes for the future 12 month period 
Flexvol Capacity (TiB) Total allocated capacity of internal volumes (Flexvols) on this storage pool in Tebibytes 
Volume Capacity (TiB) Provisioned capacity of all SAN/Block volumes on this storage pool in Tebibytes 
Used Capacity (TiB) Same as Used (TiB) 
Free Capacity (TiB) Usable (TiB) - Used (TiB) 
Date Full Date field available in the DWH Date Dimension table 
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3.5 ICP Storage Consumption 
Description: This report shows 
ICP storage consumption by 
capacity and performance. 
 
ICP (Internet Computer 
Protocol) is orchestrated by 
permissionless decentralized 
governance and is hosted on 
sovereign hardware devices run 
by independent parties. Its 
purpose is to extend the public 
internet with native cloud 
computing functionality 
 
Prerequisites: Data 
Infrastructure Insights (DII) 
reporting enabled. 
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3.5 ICP Storage Consumption Definitions 

Metric/Attribute Description 
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3.6 Volume Capacity Growth 
Description: This 
report shows volume 
capacity growth 
using compound 
average growth ratio 
to achieve Days to 
Full Capacity for 
individual workloads. 
 
Prerequisites: Data 
Infrastructure 
Insights (DII) 
reporting enabled. 
 

 

 

 

 

 

 

 

Report XML: 3.6 Volume Capacity Growth 

 

https://reporting-ps1325.c01.cloudinsights.netapp.com/bi/?perspective=authoring&id=iC75F07A355B2489CBC91C477E543E9A0&objRef=iC75F07A355B2489CBC91C477E543E9A0&action=edit&cmPropStr=%7B%22id%22%3A%22iC75F07A355B2489CBC91C477E543E9A0%22%2C%22type%22%3A%22report%22%2C%22defaultName%22%3A%223.6%20Volume%20Capacity%20Growth%22%2C%22permissions%22%3A%5B%22execute%22%2C%22read%22%2C%22setPolicy%22%2C%22traverse%22%2C%22write%22%5D%7D
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3.6 Volume Capacity Growth Definitions 

Metric/Attribute Description 
Protocol Protocol used for delivery of volume capacity e.g. NAS, SAN, NoneFlexvol 
Node Name of the storage node associated with the cluster discovered by DII 
Volume Name of the volume associated with the storage node 
Current Allocated GiB Allocated capacity in Gibibytes associated with the volume 
Current Used GiB Used capacity in Gibibytes associated with the volume.  For block volumes that are thick provisioned, Used will always 

equal Allocated. 
Begin Used GiB Used capacity in Gibibytes associated with the volume beginning 190 days (or less) from the current date 
Monthly Growth Rate GiB Using a compound average growth rate function:  power(Current Used GiB / Beginning Used GiB, 

1/TIMESTAMPDIFF(MONTH,begin.date,end.date))-1 
Data Points TIMESTAMPDIFF(MONTH,begin.date,end.date) 
Growth Diff GiB Data Points * Monthly Growth Rate 
Days to Full Capacity IF(Monthly Growth Rate GiB <=0 OR  (AllocatedGiB - UsedGiB)/( Monthly Growth Rate GiB /30) > 730 OR Data Points < 3 

, null, (AllocatedGiB -UsedGiB)/( Monthly Growth Rate GiB /30)) 
Total Volumes at Risk Total number of volumes with Days to Full < 365 
Capacity at Risk GiB Amount of capacity in Gibibytes of all volumes at risk 
Volumes Less than 50 Days to Full Number of volumes that have 50 days or less until full 
NAS Volumes at Risk Number of NAS volumes with Days to Full < 365 
SAN Volumes at Risk Number of SAN volumes with Days to Full < 365 
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3.7 NetApp Aggregate Capacity Utilization 
Description: This report 
shows the critical capacity 
status for NetApp 
aggregates.  Custom 
metrics provide capacity 
recommendations and 
alerting. 
 
Prerequisites: Data 
Infrastructure Insights (DII) 
reporting enabled. 
 

 

 

 

 

 

Report XML: 3.7 NetApp Aggregate Capacity Utilization 

 

 

 

https://reporting-ps1325.c01.cloudinsights.netapp.com/bi/?perspective=authoring&id=iA1E0A8F36E2D40B8A217D977E87BED5C&objRef=iA1E0A8F36E2D40B8A217D977E87BED5C&action=edit&cmPropStr=%7B%22id%22%3A%22iA1E0A8F36E2D40B8A217D977E87BED5C%22%2C%22type%22%3A%22report%22%2C%22defaultName%22%3A%223.7%20NetApp%20Aggregate%20Capacity%20Utilization%22%2C%22permissions%22%3A%5B%22execute%22%2C%22read%22%2C%22setPolicy%22%2C%22traverse%22%2C%22write%22%5D%7D
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3.7 NetApp Aggregate Capacity Utilization Definitions 

Metric/Attribute Description 
Cluster Name of the CDOT cluster discovered and monitored by DII 
Aggregate Name of the aggregate associated with the CDOT cluster 
Type Underlying disk type that supports the aggregate 
Total Data Capacity (GiB) Usable capacity allocated for the aggregate as reported by the storage-array in Gibibytes (Base 2 units) 
Total Data Used (GiB) Used capacity in Gibibytes as reported by the storage pool or aggregate. If Thin Provisioned, then Used = 

Written. If Thick Provisioned then Used = 100% 
Available Data Capacity (GiB) Total Data Capacity (GiB) - Total Data Used (GiB) 
Provisioned Capacity (GiB) Allocated capacity in Gibibytes associated with block volumes 
Total to Achieve 80 % in (TiB) IF((Total Data Used (GiB) / Total Data Capacity (GiB)) >.80) THEN (0) ELSE ( 

(.80- (Total Data Used (GiB)] / Total Data Capacity (GiB))) * Total Data Capacity (GiB)) 
Used Data % Total Data Used (GiB) / Total Data Capacity (GiB) 

 Used Data % > .80 
 Used Data % Between .65 and .80 

Subscription % Provisioned Capacity (GiB) / Total Data Capacity (GiB) 
 Subscription % > 1.5 
  Subscription % Between 1 and 1.5 

Available Data % Available Data Capacity (GiB) / Total Data Capacity (GiB) 
Days to 65% of Full ([Total Data Capacity (GiB) - Total Data Used (GiB))*.65) / Daily Growth Rate (GiB) 
Days to 80% of Full (Total Data Capacity (GiB) - Total Data Used (GiB) *.80) / Daily Growth Rate (GiB) 
Days to Full ((Total Data Capacity (GiB) - Total Data Used (GiB)) / Daily Growth Rate (GiB) 

 Days to Full < 120 
  Days to Full Between 120 and 365 

End.date Current Date 
Begin.date The Current Date – 190 days 
History Days TIMESTAMPDIFF(DAY,begin.date,end.date)  
Daily Growth Rate (GiB) (end.UsedCapacityGiB - begin.UsedCapacityGiB) / TIMESTAMPDIFF(DAY,begin.date,end.date) 
Do Nothing – Available Capacity (GiB) – 90 Days Available Data Capacity (GiB) - (90* Daily Growth Rate (GiB)) 
Do Nothing – Capacity Used % – 90 Days (Total Data Capacity (GiB) - Do Nothing Available Capacity (GiB) - 90 Days) *100/ Total Data Capacity 

(GiB) 
Do Nothing – Available Capacity (GiB) – 365 Days Available Data Capacity (GiB) - (365*[Daily Growth Rate (GiB)) 
Do Nothing – Capacity Used % - 365 Days (Total Data Capacity (GiB)- Do Nothing - Available Capacity (GiB) - 365 Days) * 100/Total Data Capacity 

(GiB) 
90 Day Used Total Data Used (GiB) + (90 * Daily Growth Rate (GiB)) 
365 Day Used Total Data Used (GiB) + (365 * Daily Growth Rate (GiB)) 
365 Day 65% Used Total Data Used (GiB) *.65 
365 Day 80% Used Total Data Used (GiB) *.8 
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Needed Capacity @ 65% Used (TiB) (365 Day Used - 365 Day 65% Used) / 1024 
Needed Capacity @ 80% Used (TiB) (365 Day Used - 365 Day 80% Used) / 1024 
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3.8 QoS Policies for SAN and NAS 
Description: This report 
shows QoS policies with 
capacity and 
performance metrics for 
individual volume 
workloads. 
 
Prerequisites: Data 
Infrastructure Insights 
(DII) reporting enabled. 
QoS Policies enabled. 

 

 

 

 

 

 

 

 

Report XML: 3.8 QoS Policies for SAN and NAS 

 

 

https://reporting-ps1325.c01.cloudinsights.netapp.com/bi/?perspective=authoring&id=iF81563560E6847429A2CFF4D535580EF&objRef=iF81563560E6847429A2CFF4D535580EF&action=edit&cmPropStr=%7B%22id%22%3A%22iF81563560E6847429A2CFF4D535580EF%22%2C%22type%22%3A%22report%22%2C%22defaultName%22%3A%223.8%20QoS%20Policies%20for%20SAN%20and%20NAS%22%2C%22permissions%22%3A%5B%22execute%22%2C%22read%22%2C%22setPolicy%22%2C%22traverse%22%2C%22write%22%5D%7D
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3.8 QoS Policies for SAN and NAS Definitions 

Metric/Attribute Description 
Array Name of the storage device discovered and monitored by DII 
Volume Name of the volume associated with the storage device 
Type Volume type e.g. SAN or NAS 
Allocated (GiB) Allocated capacity in Gibibytes associated with block volumes 
Used (GiB) Consumed capacity in Gibibytes associated with block volumes 
Used % Used (GiB) / Allocated (GiB) 
14-day Avg Total IOpS Measures the total number of average I/O service requests (read+write) on the volume for 14 days hourly 

data points (measured in I/O per sec).  
14-day Max Total IOpS Maximum total IOPS over 14 days for each our per day 
QoS Limit IOPS IOPS limits associated with the QoS Policy 
IOPS % of Limit ([14-day Max Total IOpS] / [QoS Limit IOPS] * 100 
Avg Latency (ms) The time it takes from the moment a request for information arrives at the storage device to the time 

when the storage device begin to send the information back in response. This is the actual latency of the 
device in milliseconds 

Total IO Density Measured in IOPS /TiB of capacity 
Total MBps Measures the total throughput in Megabytes per second (read+write) for 14 days hourly data points 
Block Size (Avg KB/IOPS) (Total MBps * 1024) / 14-day Avg Total IOpS 
Threshold Status  IOPS % of Limit >= 99 

  IOPS % of Limit >= 97 
  IOPS % of Limit Between 70 and 98 

QoS Limit MBps Throughput limits in Megabytes per second associated with the QoS Policy 
QoS Policy Name of the QoS Policy associated with the volume workload 
Total QoS Volumes Total number of volumes that have a valid QoS Policy 
Volumes at IOPS Limit Total number of volumes that have reached their QoS IOPS Limit 
IO Extreme Volumes The count of volumes where Total IO Density > 8000 
NAS Volumes The count of volumes that are identified as NAS 
SAN Volumes The count of volumes that are identified as SAN 
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3.9 Global Usable Capacity 
Description: This report 
shows Free capacity by 
storage array, 
capacity distribution by 
storage array and then a 
breakdown of capacity 
detail by storage array. 
 
Prerequisites: Data 
Infrastructure Insights (DII) 
reporting enabled. 
 

 

 

 

 

 

 

 

 

 

 

Report XML: 3.9 Global Usable Capacity 

https://reporting-ps1325.c01.cloudinsights.netapp.com/bi/?perspective=authoring&id=iE6A9FF0329504155AA31D18C304AA99B&objRef=iE6A9FF0329504155AA31D18C304AA99B&action=edit&cmPropStr=%7B%22id%22%3A%22iE6A9FF0329504155AA31D18C304AA99B%22%2C%22type%22%3A%22report%22%2C%22defaultName%22%3A%223.9%20Global%20Usable%20Capacity%22%2C%22permissions%22%3A%5B%22execute%22%2C%22read%22%2C%22setPolicy%22%2C%22traverse%22%2C%22write%22%5D%7D
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3.9 Global Usable Capacity Definitions 

Metric/Attribute Description 
Storage Name Name of the storage device discovered and monitored by DII 
Manufacturer Manufacturer of the storage device 
Model Model name of the storage device 
Serial Number Serial Number of the storage device 
Capacity TiB Usable capacity in Tebibytes as reported by the storage pool or aggregate and contained in the Storage 

and Storage Pool Capacity Fact table 
Used TiB Used capacity in Tebibytes as reported by the storage pool or aggregate. If Thin Provisioned, then Used = 

Written. If Thick Provisioned then Used = Allocated 
Unused Capacity TiB Capacity TiB - Unused Capacity TiB 
% Used Used TiB / Capacity TiB 
SAN Allocated TiB Volume Allocated capacity in Tebibytes as reported by the storage pool or aggregate  
SAN Unallocated TiB Volume UnAllocated capacity in Tebibytes as reported by the storage pool or aggregate 
Masked Volume Capacity TiB Volume capacity that is masked to storage initiators as reported by the storage pool or aggregate 
SAN Orphaned TiB SAN Allocated TiB – Masked Volume Capacity TiB 
NAS Allocated TiB Internal Volume Allocated capacity in Tebibytes as reported by the storage pool or aggregate 
NAS Used TiB Internal Volume Used capacity in Tebibytes as reported by the storage pool or aggregate. IF Space 

Guarantee is ENABLED, then Used will equal Allocated 
NAS % Used NAS Used TiB / NAS Allocated TiB 
Free Capacity Capacity TiB - Unused Capacity TiB 
Total Usable Capacity Sum of Capacity TiB 
Total Used Capacity Sum of Used TiB 
Total Provisioned Sum of SAN Allocated TiB 
Subscription % Total Provisioned / Total Usable Capacity 
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3.10 Global Environment Changes 
Description: This dashboard depicts 
the overall physical storage footprint as 
well as global ports (excludes logical 
ports) within the global infrastructure. 
The first half gives an overall view of 
Raw, Usable, and Provisioned Capacity 
(both SAN and NAS volumes) and their 
changes from the previous month, as 
well as trending and 
breakdown by Data Center. The second 
half gives a high-level overview of the 
infrastructures top resources and 
breaks down the Capacity and 
Performance (average data disk 
utilization) metrics of each array 
 
 
Prerequisites: Data Infrastructure 
Insights (DII) reporting enabled. 
 

 

 

 

Report XML: 3.10 Global Environment Changes 

 

https://reporting-ps1325.c01.cloudinsights.netapp.com/bi/?perspective=authoring&id=i72C380EB14B848DCAAE86910A529D0BA&objRef=i72C380EB14B848DCAAE86910A529D0BA&action=edit&cmPropStr=%7B%22id%22%3A%22i72C380EB14B848DCAAE86910A529D0BA%22%2C%22type%22%3A%22report%22%2C%22defaultName%22%3A%223.10%20Global%20Environment%20Changes%22%2C%22permissions%22%3A%5B%22execute%22%2C%22read%22%2C%22setPolicy%22%2C%22traverse%22%2C%22write%22%5D%7D
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3.10 Global Environment Changes Definitions 

Metric/Attribute Description 
Data Center DII configured annotation.  Defines the location of the device 
Application DII configured annotation.  Defines the application associated with the virtual machine or backend storage capacity 
Array Name of the storage device discovered and monitored by DII 
Serial Number Serial Number of the storage device 
Raw (TiB) Pre-RAID Raw Capacity in Tebibytes of all disks as reported by the storage device monitored by DII and contained in the 

Storage and Storage Pool Capacity Fact table.  Represented as:  capacity * rawToUsableRatio 
Usable (TiB) Usable capacity allocated for a storage-pool as reported by the storage-array in Tebibytes (Base 2 units) 
Used (TiB) Used capacity in Tebibytes as reported by the storage pool or aggregate. If Thin Provisioned, then Used = Written. If 

Thick Provisioned then Used = Allocated 
Projected Used (TiB) Used Capacity in Tebibytes for the future 12 month period.   The field is contained in the Storage and Storage Pools 

Capacity FUTURE Fact table 
Used (%) Used (TiB) / Usable (TiB) 
Projected Used (%) Projected Used (TiB) / Projected Usable (TiB) 
Allocated (TiB) Volume Allocated capacity in Tebibytes as reported by the storage pool or aggregate 
Allocated (%) Allocated (TiB) / Usable (TiB) 
Disk Utilization (%) The percentage % of post-cache service time used for requests out of the available sample time. This metric indicates 

what portion of the time the disk is busy servicing requests 
Total Raw Capacity Pre-RAID Raw Capacity in TiB of all disks as reported by the storage device monitored by DII and contained in the 

Storage and Storage Pool Capacity Fact table.  Represented as:  capacity * rawToUsableRatio 
Total Usable Capacity Sum of Usable (TiB) for the report 
Total SAN Allocated Capacity Sum of Allocated (TiB) for the report 
Total NAS Allocated Capacity Sum of Internal Volume Allocated (TiB) for the report 
Total Ports Total number of ports associated with each switch 
Used Ports Total number of used ports associated with each switch 
Free Ports Total number of free ports associated with each switch 
Total IOPS Measures the total number of I/O service requests (read+write) on the volume during the selected time period 

(measured in I/O per sec) 
Switch Name of the SAN switch discovered and monitored by DII 
Traffic Switch traffic = Receiving Traffic in Megabytes + Transmitting Traffic in Megabytes 
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3.11 Storage Capacity – Executive Overview 
Description: This dashboard 
shows Global Capacity 
(Usable, Used, Allocated 
and Available) as well as 
overall existing Capacity 
broken down by location, 
vendor, provisioned 
capacity by Application, and 
provisioned capacity by 
Business Unit.  
 
Prerequisites: Data 
Infrastructure Insights (DII) 
reporting enabled. 
Data Center, Tier, 
Application, Business Unit, 
Service Level and 
Tier/Service Level Cost 
annotations must be 
deployed before running this 
report. 
 

 

 

Report XML: 3.11 Storage Capacity - Executive Overview 

 

https://reporting-ps1325.c01.cloudinsights.netapp.com/bi/?perspective=authoring&id=i7FDA23C6432343369D7A0D20E2FC55FC&objRef=i7FDA23C6432343369D7A0D20E2FC55FC&action=edit&cmPropStr=%7B%22id%22%3A%22i7FDA23C6432343369D7A0D20E2FC55FC%22%2C%22type%22%3A%22report%22%2C%22defaultName%22%3A%223.11%20Storage%20Capacity%20-%20Executive%20Overview%22%2C%22permissions%22%3A%5B%22execute%22%2C%22read%22%2C%22setPolicy%22%2C%22traverse%22%2C%22write%22%5D%7D
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3.11 Storage Capacity – Executive Overview Definitions 

Metric/Attribute Description 
Data Center DII configured annotation.  Defines the location of the device 
Application DII configured annotation.  Defines the application associated with the virtual machine or backend storage capacity 
Business Unit DII configured annotation.  Defines the Business Unit associated with the virtual machine or backend storage capacity 
Tier Name DII configured annotation. Defines tiers of storage based on disk type, disk speed, etc. 
Tier Cost DII configured annotation. Defines cost of tiers per Gibibyte 
Service Level DII configured annotation. Defines Service Levels based on IO Density (IOPS/TiB) 
Capacity (TiB) Usable capacity allocated for a storage-pool as reported by the storage-array in Tebibytes (Base 2 units) 
Used Capacity (TiB) Used capacity in Tebibytes as reported by the storage pool or aggregate. If Thin Provisioned, then Used = Written. If 

Thick Provisioned then Used = Allocated 
Provisioned (TiB) Volume Allocated capacity in Tebibytes as reported by the storage pool or aggregate 
Cost per IOpS Service Level Cost * Total IO Density (IOPS/TiB) 
Forecast Used (TiB) Used Capacity in Tebibytes for the future 12 month period.   The field is contained in the Storage and Storage Pools 

Capacity FUTURE Fact table 
Used Cost Used Capacity (TiB) * Tier Cost 
Forecast Used Cost Forecast Used (TiB) * Tier Cost 
Total Storage Cost Sum of Tier Cost * Usable Capacity (GiB) for report 
Total Usable Capacity Sum of Capacity (TiB) for report 
Total Used Capacity Sum of Used Capacity (TiB) for report 
Total Provisioned Sum of Provisioned (TiB) for report 
Total Available Sum of (Capacity (TiB) – Used Capacity (TiB)) for report 
Date Full Date field available in the DWH Date Dimension table 
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3.12 Weekly Storage Consumption 
Description: NetApp 
Node dashboard 
showing high level 
capacity metrics for the 
selected location, 
node performance 
utilization and top 10 
volumes identified as a 
‘potential resource 
contention’ device. 
Maps on right show Data 
Center location by 
state/country and major 
city with Usable Capacity 
values 
 
Prerequisites: Data 
Infrastructure Insights 
(DII) reporting enabled. 
Data Center annotations 
must be deployed before 
running this report. 
 

 

Report XML: 3.12 Weekly Storage Consumption 

 

https://reporting-ps1325.c01.cloudinsights.netapp.com/bi/?perspective=authoring&id=i68F16D56CD7A4A4A850ADA781656BE77&objRef=i68F16D56CD7A4A4A850ADA781656BE77&action=edit&cmPropStr=%7B%22id%22%3A%22i68F16D56CD7A4A4A850ADA781656BE77%22%2C%22type%22%3A%22report%22%2C%22defaultName%22%3A%223.12%20Weekly%20Storage%20Consumption%22%2C%22permissions%22%3A%5B%22execute%22%2C%22read%22%2C%22setPolicy%22%2C%22traverse%22%2C%22write%22%5D%7D
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3.12 Weekly Storage Consumption Definitions 

Metric/Attribute Description 
Data Center DII configured annotation.  Defines the location of the device 
Array Name of the storage device discovered and monitored by DII 
Raw (TiB) Pre-RAID Raw Capacity in Tebibytes of all disks as reported by the storage device monitored by DII and contained in the 

Storage and Storage Pool Capacity Fact table.  Represented as:  capacity * rawToUsableRatio 
Usable (TiB) Usable capacity allocated for a storage-pool as reported by the storage-array in Tebibytes (Base 2 units) 
Used (TiB) Used capacity in Tebibytes as reported by the storage pool or aggregate. If Thin Provisioned, then Used = Written. If 

Thick Provisioned then Used = Allocated 
Flexvol (TiB) Total allocated capacity in Tebibytes of internal volumes (NAS/Flexvol) on this storage pool /aggregate  
Volume (TiB) Volume Allocated capacity in Tebibytes as reported by the storage pool or aggregate 
Used (%) Used (TiB) / Usable (TiB) 
Free (TiB) Usable (TiB) - Used (TiB) 
Avg Node (%) Node CPU Utilization shows the percentage of time that one or more CPUs were busy. In DII, this is based on the higher 

of CPU, WAFL_EX and Kahuna Processor Domain metrics. Details are as follows: 
• System – avg_processor_busy, cpu_elapsed_time1 
• WAFL – total_cp_msecs, cp_phase_times.P2_FLUSH 
• Processor – domain_busy, processor_elapsed_time 
 
Overall node utilization then is displayed as the higher of the 3 (system, WAFL or processor domains) which all indicate 
a controller’s ability (utilization) to process read/write requests 

Peak Node (%) Max CPU utilization for the collection period 
Avg Disk (%) The percentage % of post-cache service time used for requests out of the available sample time. This metric indicates 

what portion of the time the disk is busy servicing requests 
Peak Disk (%) Max Disk Busy % for the collection period 
Date Full Date field available in the DWH Date Dimension table 
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3.14 Reclamation, Efficiency, and Allocation Life Cycle Report – Physical Infrastructure 
Description: This report 
shows storage and 
compute capacity and 
performance distribution 
by Data Center and Tier, 
Orphaned capacity by 
configuration and 
performance, SAN 
anomalies and compute 
reclaimation candidates. 
 
Prerequisites: Data 
Infrastructure Insights (DII) 
reporting enabled. 
Data Center and Tier 
annotations must be 
deployed before running 
this report. 
 

 

 

 

 

Report XML: 3.14 Reclamation-Efficiency and Allocation Lifecycle Report 

 

https://reporting-ps1325.c01.cloudinsights.netapp.com/bi/?perspective=authoring&id=iA75F2C40C33642D183884572D9DEF76C&objRef=iA75F2C40C33642D183884572D9DEF76C&action=edit&cmPropStr=%7B%22id%22%3A%22iA75F2C40C33642D183884572D9DEF76C%22%2C%22type%22%3A%22report%22%2C%22defaultName%22%3A%223.14%20Reclamation%20Efficiency%20Allocation%20Life%20Cycle%20Report%22%2C%22permissions%22%3A%5B%22execute%22%2C%22read%22%2C%22setPolicy%22%2C%22traverse%22%2C%22write%22%5D%7D
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3.14 Reclamation, Efficiency, and Allocation Life Cycle Report – Physical Definitions 

Metric/Attribute Description 
Data Center DII configured annotation.  Defines the location of the device 
Tier Name DII configured annotation. Defines tiers of storage based on disk type, disk speed, etc. 
TiB Raw Pre-RAID Raw Capacity in TiB of all disks as reported by the storage device monitored by DII and contained in the 

Storage and Storage Pool Capacity Fact table.  Represented as:  capacity * rawToUsableRatio 
TiB Usable Usable capacity allocated for a storage-pool as reported by the storage-array in Tebibytes (Base 2 units) 
TiB Used Used capacity in Tebibytes as reported by the storage pool or aggregate. If Thin Provisioned, then Used = Written. If 

Thick Provisioned then Used = Allocated or 100% 
TiB LUN or Volume Provisioned capacity of all block/SAN volumes on this storage pool in TiB 
TiB Internal Volume Total allocated capacity of internal volumes (NAS/Flexvol) on this storage pool in TiB 
Thick Storage All capacity metrics include thinProvisioningSupported = 0 
Thin Storage All capacity metrics include thinProvisioningSupported = 1 
Datastore  TiB Allocated Amount of capacity in Gibibytes allocated to the datastore 
Datastore TiB Used The amount of data-store capacity being used (vm_capacity_fact.ActualMB/1024) 
Datastore  TiB Provisioned The amount of data-store capacity provisioned (vm_capacity_fact.provisionedMB/1024) 
Ports Used Total number of used ports associated with the SAN switch discovered by DII 
Ports Free Total number of free ports 
Violation Count Not currently supported in DII 
Raw           Pre-RAID Raw Capacity in TiB of all disks as reported by the storage device monitored by DII and contained in the 

Storage and Storage Pool Capacity Fact table.  Represented as:  capacity * rawToUsableRatio 
Usable            Usable capacity allocated for a storage-pool as reported by the storage-array in Tebibytes (Base 2 units) 
Used           Used capacity in Tebibytes as reported by the storage pool or aggregate. If Thin Provisioned, then Used = Written. If 

Thick Provisioned then Used = Allocated or 100% 
Volume          Provisioned capacity of all block/SAN volumes on this storage pool in TiB 
Internal Volume          Total allocated capacity of internal volumes (NAS/Flexvol) on this storage pool in TiB 
Orphaned (TiB) Amount of capacity in Tebibytes associated with inactive volumes from the volume_capacity_fact table 

(orphanedCapacityMB/1024/1024) 
Capacity Range WHEN orphanedGiB BETWEEN 0 AND 50 THEN '0-50GiB' 

WHEN orphanedGiB BETWEEN 50 AND 100 THEN '50-100GiB' 
WHEN orphanedGiB BETWEEN 100 AND 250 THEN '100-250GiB' 
WHEN orphanedGiB BETWEEN 250 AND 500 THEN '250-500GiB' 
WHEN orphanedGiB BETWEEN 500 AND 1000 THEN '500-1000GiB' 
ELSE '1000+ GiB' 

Service Level DII configured annotation.  DII configured annotation. Defines Service Levels based on IO Density (IOPS/TiB) 
Capacity (TiB) Same as Usable  
Throughput Range WHEN throughputMax BETWEEN 0 AND 5 THEN '0-5 MB/s' 

WHEN throughputMax BETWEEN 5 AND 10 THEN '5-10 MB/s' 
WHEN throughputMax BETWEEN 10 AND 25 THEN '10-25 MB/s' 



 © 2024 NetApp, Inc. All rights reserved .                                                                  

WHEN throughputMax BETWEEN 25 AND 50 THEN '25-50 MB/s' 
WHEN throughputMax BETWEEN 50 AND 100 THEN '50-100 MB/s' 
ELSE '100+ MB/s' 

FC Port Risk Index  
     Port Latency         FC Switch Port latency as measured by bbCreditZeroMsTx  
     BB Credit Zero Rx Warning         BB Credits Zero Rx > 1,000,000 that will begin to affect slow drain  SUM(IF(bbCreditZeroRx > 1000000, 1, 0)) 
     BB Credit Zero Tx Warning         BB Credits Zero Tx > 1,000,000 that will begin to affect slow drain  SUM(IF(bbCreditZeroRx > 1000000, 1, 0)) 
     Slow Drain Device         "Slow drain" refers to a situation where a connected device, like a server or storage array, is unable to receive data at 

a fast enough rate, causing a backlog of traffic and congestion on the network due to its inability to clear the incoming 
data quickly enough.  Slow drain metric:  SUM(IF(bbCreditZeroRx > 1000000 AND bbCreditZeroMsTx > 0, 1, 0)) 

     Class 3 Discard         A type of frame discard that occurs on a Fibre Channel network switch, typically due to a timeout issue where a 
frame could not be delivered to its intended destination within a specified time period 

     Loss of Sync/Signal         Indicates a disruption in the physical connection between the switch and another device   SUM(IF(signalLossCount 
> 0 OR syncLossCount > 0, 1, 0)) 

     Timeout Discard         A situation where a Storage Area Network (SAN) switch drops a data frame because it has exceeded a predefined 
time limit waiting for a response  SUM(IF(portErrorsTimeoutDiscardTx > 0, 1, 0)) 

  
Ports w/ Missing Connectivity         Total number of ports on a Storage Area Network (SAN) switch are not able to communicate with connected devices 
Ports w/ Unknown Connectivity         Total number of ports on a switch within a Storage Area Network (SAN) that are unable to establish a connection 

with a specific port, likely due to a faulty cable, incorrect configuration, or a problem with the connected device, leaving 
the switch with no information about that port's status or functionality 

Arrays w/ Missing Connectivity         Total number of array ports that are not able to communicate to a SAN switch 
Blocked Hosts         Total number of blocked hosts.  A host that has been blocked from accessing the network due to connection-rate 

filtering. This happens when a port is configured to block high connection rates, and a host triggers that filter 
  
Count of FC Ports         Total number of FC ports 
Port Speed         Total number of FC ports for each port speed metric  e.g. 32 G, 16 G, 8 G 
Utilization Range          

WHEN ROUND(GREATEST(MAX(rxMax), MAX(txMax))/100,4) = 0 THEN '0%' 
WHEN ROUND(GREATEST(MAX(rxMax), MAX(txMax))/100,4) BETWEEN 0 AND .25 THEN '1-25%' 
WHEN ROUND(GREATEST(MAX(rxMax), MAX(txMax))/100,4) BETWEEN .25 AND .50 THEN '25-50%' 
WHEN ROUND(GREATEST(MAX(.rxMax), MAX(txMax))/100,4) BETWEEN .50 AND .75 THEN '50-75%' 
ELSE '75-100%' 
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3.14 Reclamation, Efficiency, and Allocation Life Cycle Report – Virtual Infrastructure 

Report XML: 3.14 Reclamation-Efficiency and Allocation Lifecycle Report 

 

 

 

https://reporting-ps1325.c01.cloudinsights.netapp.com/bi/?perspective=authoring&id=iA75F2C40C33642D183884572D9DEF76C&objRef=iA75F2C40C33642D183884572D9DEF76C&action=edit&cmPropStr=%7B%22id%22%3A%22iA75F2C40C33642D183884572D9DEF76C%22%2C%22type%22%3A%22report%22%2C%22defaultName%22%3A%223.14%20Reclamation%20Efficiency%20Allocation%20Life%20Cycle%20Report%22%2C%22permissions%22%3A%5B%22execute%22%2C%22read%22%2C%22setPolicy%22%2C%22traverse%22%2C%22write%22%5D%7D
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3.16 Volume Capacity Growth 
Description: This report 
shows the capacity used 
growth rate per month in 
Gibybytes for NetApp 
Flexvols. 
 
 
Prerequisites: Data 
Infrastructure Insights (DII) 
reporting enabled. 
Data Center annotations 
must be deployed before 
running this report. 
 

 

 

 

 

 

Report XML: 3.16 Volume Capacity Growth 

 

 

 

https://reporting-ps1325.c01.cloudinsights.netapp.com/bi/?perspective=authoring&id=i98BCB38C9303404E9B60E8D9607B3E5E&objRef=i98BCB38C9303404E9B60E8D9607B3E5E&action=edit&cmPropStr=%7B%22id%22%3A%22i98BCB38C9303404E9B60E8D9607B3E5E%22%2C%22type%22%3A%22report%22%2C%22defaultName%22%3A%223.16%20Volumes%20with%20Highest%20Capacity%20Growth%22%2C%22permissions%22%3A%5B%22execute%22%2C%22read%22%2C%22setPolicy%22%2C%22traverse%22%2C%22write%22%5D%7D
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3.16 Volume Capacity Growth Definitions 

Metric/Attribute Description 
Array Name of the storage device discovered and monitored by DII 
Vendor Manufacturer of the storage device 
Family Family of the storage device 
Model Model name of the storage device 
Pool/Aggregate Name of the storage pool or aggregate associated with the storage device 
Volume Name of the volume associated with the storage pool or aggregate 
Used (GiB) Total used capacity in Gibibytes of internal volumes (NAS/Flexvol) on this storage pool /aggregate  
Allocated (GiB) Total allocated capacity in Gibibytes of internal volumes (NAS/Flexvol) on this storage pool /aggregate  
Growth Rate per/mo Linear regression result of volume used capacity over a 12 month historical period 
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3.17 StorageGRID Capacity with Forecast 
Description: This report 
shows StorageGRID 
specific capacity metrics 
for Node, Tenant and 
Bucket.  Linear regression 
forecast along with Top N 
nodes by Used Capacity 
are visible.  StorageGRID 
uses BASE-10 capacity 
units. 
 
Prerequisites: Data 
Infrastructure Insights (DII) 
reporting enabled. 
 

 

 

 

 

 

 

 

Report XML: 3.17 StorageGRID Capacity with Forecast 

 

https://reporting-ps1325.c01.cloudinsights.netapp.com/bi/?perspective=authoring&id=iDDF7053EF1044965B660B6E740BA6B94&objRef=iDDF7053EF1044965B660B6E740BA6B94&action=edit&cmPropStr=%7B%22id%22%3A%22iDDF7053EF1044965B660B6E740BA6B94%22%2C%22type%22%3A%22report%22%2C%22defaultName%22%3A%223.17%20StorageGrid%20Capacity%20with%20Forecast%22%2C%22permissions%22%3A%5B%22execute%22%2C%22read%22%2C%22setPolicy%22%2C%22traverse%22%2C%22write%22%5D%7D
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3.17 StorageGRID Capacity Definitions 

Metric/Attribute Description 
Cluster Name of the storageGrid cluster discovered and monitored by DII 
Site Name Refers to the unique identifier given to a specific location within a StorageGrid system 
Node Name of the StorageGrid node.  StorageGrid Nodes manage and store object data and metadata. Each StorageGRID 

system must have at least three Storage Nodes. If you have multiple sites, each site within your StorageGRID 
system must also have three Storage Nodes 

Total Node Capacity (TB) Total capacity" refers to the entire raw storage space in Terabytes available on all nodes, while "usable capacity" is 
the actual amount of space that can be used to store data. This data is available in the storage_node_capacity_fact 
table 

Usable Node Capacity (TB) The total usable space in Terabytes (Base-10) for a Storage Node is calculated by adding together the available 
space on all object stores within the node 

Used Node Capacity (TB) The amount of the Total usable space in Terabytes that has been used for object data 
Node Used % Used Node Capacity (TB) / Total Node Capacity (TB) 
Used Meta Data Node Capacity (TB) The bytes of the allowed metadata space in Terabytes that have been used on this Storage Node 
Allowed Meta Data Node Capacity (TB) Capacity in Terabytes reserved for Node Meta Data.   

Each Storage Node's actual reserved space for metadata is subdivided into the space available for object metadata 
(the allowed metadata space) and the space required for essential database operations (such as compaction and 
repair) and future hardware and software upgrades. The allowed metadata space governs overall object capacity 

Meta Data Used % Used Meta Data Node Capacity (TB) / Allowed Meta Data Node Capacity (TB) 
Tenant Name Name of the StorageGrid tenant associated with the node.  A tenant is a separate, isolated space within a NetApp 

StorageGRID system where a user or organization can store and retrieve data.  In the DII model, the StorageGrid 
Tenant is represented as a storage pool. 

Capacity (TB) Usable capacity allocated for the tenant in Terabytes (Base 10 units) 
Quota Used (TB) Used capacity in Terabytes as reported by the tenant 
Quota Remaining (TB) IF(Capacity (TB) = Quota Used (TB)) THEN (null) ELSE (Capacity (TB) - Quota Used (TB)) 
Quota % Used Quota Used (TB) / Capacity (TB) 
Bucket A "StorageGRID bucket" refers to a container within the NetApp StorageGRID object storage system.  In the DII 

model, a bucket is the same as an internal volume 
Bucket Allocated (TB) Total Allocated capacity in Terabytes (Base-10) e.g.  internal volume AllocatedCapacityMB/1024/1024 * 

1.099511627776 
Bucket Count Total number of buckets associated with the tenant 
Usable (TB) Usable capacity allocated for the tenant in Terabytes (Base 10 units) 
Used (TB) Used capacity in Terabytes as reported by the tenant 
Future Used (TB) Customized linear regression based future capacity growth for 12 months 
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3.18 SVM Capacity 
Description: This report 
shows allocated and used 
capacity for NetApp 
Storage Virtual Machines. 
 
 
Prerequisites: Data 
Infrastructure Insights (DII) 
reporting enabled. 
Data Center annotations 
must be deployed before 
running this report. 
 

 

 

 

 

 

 

 

 

Report XML: 3.18 SVM Capacity 

 

https://reporting-ps1325.c01.cloudinsights.netapp.com/bi/?perspective=authoring&id=iDD3E43D3B46A4B29B535426607A7172D&objRef=iDD3E43D3B46A4B29B535426607A7172D&action=edit&cmPropStr=%7B%22id%22%3A%22iDD3E43D3B46A4B29B535426607A7172D%22%2C%22type%22%3A%22report%22%2C%22defaultName%22%3A%223.18%20SVM%20Capacity%22%2C%22permissions%22%3A%5B%22execute%22%2C%22read%22%2C%22setPolicy%22%2C%22traverse%22%2C%22write%22%5D%7D
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3.18 SVM Capacity Definitions 

Metric/Attribute Description 
Cluster Name of the CDOT cluster discovered and monitored by DII 
Family Family name of the CDOT cluster 
SVM Storage Virtual Machine associated with the CDOT cluster 
Allocated Capacity (GiB) Internal Volume (Flexvol) allocated capacity in Gibibytes (BASE-2) associated with the SVM 
Used Capacity (GiB) Internal Volume used capacity in Gibibytes 
Used % Used Capacity (GiB) / Allocated Capacity (GiB) 
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3.19 FSx Volume Capacity Trends and Forecast 
Description: This report 
shows capacity trending and 
forecast for FSx workloads in 
the cloud.  Detailed volume 
data is displayed at bottom.  
You can select individual FSx 
volumes after run-time. 
 
 
Prerequisites: Data 
Infrastructure Insights (DII) 
reporting enabled.  FSx Data 
Collectors configured in DII. 
 

 

 

 

 

 

 

 

Report XML: 3.19 FSx Volume Capacity Trends and Forecast 

 

https://reporting-ps1325.c01.cloudinsights.netapp.com/bi/?perspective=authoring&id=iD5072251C4B143BEB14D6966478797F7&objRef=iD5072251C4B143BEB14D6966478797F7&action=edit&cmPropStr=%7B%22id%22%3A%22iD5072251C4B143BEB14D6966478797F7%22%2C%22type%22%3A%22report%22%2C%22defaultName%22%3A%223.19%20FSx%20Volume%20Capacity%20Trends%20and%20Forecast%22%2C%22permissions%22%3A%5B%22execute%22%2C%22read%22%2C%22setPolicy%22%2C%22traverse%22%2C%22write%22%5D%7D
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3.19 FSx Volume Capacity Trends and Forecast Definitions 

Metric/Attribute Description 
Storage Name Name of the storage device discovered and monitored by DII 
Vendor Manufacturer of the storage device 
Family Family name of the storage device 
Model Model name of the storage device 
Aggregate Aggregate name associated with the storage device 
FSx Volume Name of the FSx volume associated with the aggregate 
FSx Allocated (GiB) Allocated capacity in Gibibytes of FSx volumes on this aggregate.  Capacity is derived from the 

internal_volume_capacity_fact with a constraint of Model LIKE '%FSx%' 
FSx Used (GiB) Used capacity in Gibibytes of FSx volumes on this aggregate.   
Used Capacity TiB Same as FSx Used (GiB) 
Projected Used TiB Customized linear regression formula using internal_volume_capacity_fact.usedCapacity projected 12 months  
Date Full Date field available in the DWH Date Dimension table 
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Cloud Overview  
Data Infrastructure Insights provides robust visibility into Cloud specific business use cases.  Use this catalog section to 
determine which area of focus you need to address whether you are actively managing Cloud resources or intent on migrating 
there soon. 
 

❑ Compute Optimization / Cloud Migration 
❑ Cloud Compute Capacity and Performance by Instance 
❑ Cloud Infrastructure 
❑ Virtual Machine Candidates for Re-sizing or Re-Tiering 
❑ Cloud Consumption 
❑ Cloud Performance 
❑ Cloud Ready Analysis 
❑ Cloud Ready Analysis – Reclamation, Re-Sizing, Migration 
❑ Compute Infrastructure Summary 
❑ Cloud Monthly Comparison 
❑ Idle Cloud Instances 
❑ Virtual Instances Powered Down 
❑ Cloud Reclamation and Optimization Cost Savings 
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4.0 Cloud Optimization – Virtual Machine Analysis 
Description: This report shows 
how you can optimize your on-
prem or cloud resources for 
cost savings and efficiency.  It 
is available for AWS, AZURE, 
GCP and GOVCloud.   
 
This current page shows what 
you’re OnPREM virtual machine 
infrastructure looks like and 
the likely candidates for 
migration to the cloud. 
 
 
 
 
 
 
 

 

 

Report XML for AWS: 4.0 Cloud Optimization - AWS 

Report XML for AZURE: 4.0 Cloud Optimization - AZURE 

Report XML for GCP: 4.0 Cloud Optimization - Google Cloud (GCP) 

Report XML for GOVcloud: 4.0 Cloud Optimization - GOV Cloud 

https://reporting-ps1325.c01.cloudinsights.netapp.com/bi/?perspective=authoring&id=i9128E55855F3497E9152529BE2049E2F&objRef=i9128E55855F3497E9152529BE2049E2F&action=edit&cmPropStr=%7B%22id%22%3A%22i9128E55855F3497E9152529BE2049E2F%22%2C%22type%22%3A%22report%22%2C%22defaultName%22%3A%224.0%20Cloud%20Optimization%20-%20AWS%20-%20CI%20-%20Code%20Update%20-%2005-12-2023%20-%20Last%20Rate%20Card%20Update%2006-29-2023%22%2C%22permissions%22%3A%5B%22execute%22%2C%22read%22%2C%22setPolicy%22%2C%22traverse%22%2C%22write%22%5D%7D
https://reporting-ps1325.c01.cloudinsights.netapp.com/bi/?perspective=authoring&id=i6FA98EA508624B00AC50C79A65DFCEE6&objRef=i6FA98EA508624B00AC50C79A65DFCEE6&action=edit&cmPropStr=%7B%22id%22%3A%22i6FA98EA508624B00AC50C79A65DFCEE6%22%2C%22type%22%3A%22report%22%2C%22defaultName%22%3A%224.0%20Cloud%20Optimization%20-%20AZURE%20-%20CI%20-%20Code%20Update%20-%2008-31-2023%20-%20Last%20Rate%20Card%20Update%2008-31-2023%22%2C%22permissions%22%3A%5B%22execute%22%2C%22read%22%2C%22setPolicy%22%2C%22traverse%22%2C%22write%22%5D%7D
https://reporting-ps1325.c01.cloudinsights.netapp.com/bi/?perspective=authoring&id=i2695F299A602464BA9DB110C3F823FAE&objRef=i2695F299A602464BA9DB110C3F823FAE&action=edit&cmPropStr=%7B%22id%22%3A%22i2695F299A602464BA9DB110C3F823FAE%22%2C%22type%22%3A%22report%22%2C%22defaultName%22%3A%224.0%20Cloud%20Optimization%20-%20GOOGLE%20Cloud%20-%20CI%20-%20Code%20Update%20-%2009-06-2023%20-%20Last%20Rate%20Card%20Update%2009-06-2023%22%2C%22permissions%22%3A%5B%22execute%22%2C%22read%22%2C%22setPolicy%22%2C%22traverse%22%2C%22write%22%5D%7D
https://reporting-ps1325.c01.cloudinsights.netapp.com/bi/?perspective=authoring&id=iF555628D93ED4062BC33410DB0B013C7&objRef=iF555628D93ED4062BC33410DB0B013C7&action=edit&cmPropStr=%7B%22id%22%3A%22iF555628D93ED4062BC33410DB0B013C7%22%2C%22type%22%3A%22report%22%2C%22defaultName%22%3A%224.0%20Cloud%20Optimization%20-%20GOV%20Cloud%20-%20CI%20-%2001142020%22%2C%22permissions%22%3A%5B%22execute%22%2C%22read%22%2C%22setPolicy%22%2C%22traverse%22%2C%22write%22%5D%7D
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4.0 Cloud Optimization – Virtual Machine Optimization & Transition 

Description: This page 
shows how virtual machines 
can be classified and right-
sized before transitioning to 
the cloud.  Preliminary 
optimization results are 
visible in the left-most 
charts. 
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4.0 Cloud Optimization – On-Prem Cloud Analysis – Sizing and Costing Summary 

Description: This page 
shows your AS-IS costs 
compared with 
optimization results.  
Significant cost savings is 
realized in almost all 
cases. 
 
Prerequisites: Data 
Infrastructure Insights (DII) 
reporting enabled. 
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4.0 Cloud Optimization – Cost Summary 

Description: This page shows 
a breakdown of costs by EC2 
type, EBS volumes and Data 
Transfer estimates as well as a 
3 year savings total. 
 
 
 
 
 
 
 
 

 

 

 

 

 

 

 

 

 

 



 © 2024 NetApp, Inc. All rights reserved .                                                                  

INTRODUCTION    APPLICATION    ASSETS    CAPACITY    CLOUD    EXECUTIVE   FINANCIAL    INFO TECH   NETAPP DR   PERFORMANCE   VENDOR CENTRIC 

4.0 Cloud Optimization – Virtual Machine Details - On PREM 

Description: This 
page shows 
individual EC2 
instances with AS-IS 
costs and config 
types on the left.  
The right side of this 
table shows 
optimized config 
type 
recommendations 
as well as potential 
monthly savings. 
 
The same report can 
be used for off-
prem/cloud based 
instances. 
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4.0 Cloud Optimization Definitions 
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4.1 Cloud Compute - Capacity and Performance by Instance 
Description: This report 
shows cloud instance 
capacity and 
performance for all hyper 
scalers.  Currently, this 
example is displaying 
AWS. 
 
Prerequisites: Data 
Infrastructure Insights 
(DII) reporting enabled. 
AWS, AZURE or Google 
Cloud discovered by DII. 
 

 

 

 

 

 

 

Report XML: 4.1 Cloud Compute - Capacity and Performance by Instance 

  

 

https://reporting-ps1325.c01.cloudinsights.netapp.com/bi/?perspective=authoring&id=iA14F07E2D8B5464E9A0CF0177D85866B&objRef=iA14F07E2D8B5464E9A0CF0177D85866B&action=edit&cmPropStr=%7B%22id%22%3A%22iA14F07E2D8B5464E9A0CF0177D85866B%22%2C%22type%22%3A%22report%22%2C%22defaultName%22%3A%224.1%20Cloud%20Compute%20Capacity%20and%20Performance%20by%20Instance%22%2C%22permissions%22%3A%5B%22execute%22%2C%22read%22%2C%22setPolicy%22%2C%22traverse%22%2C%22write%22%5D%7D
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4.1 Cloud Compute - Capacity and Performance by Instance Definitions 

Metric/Attribute Description 
Region The hyperscaler region associated with the instance discovered by DII 
Hyperscaler Name of the hyperscaler e.g. AWS, AZURE or Google Cloud 
Instance Name of the instance (virtual machine) discovered and monitored by DII 
OS Operating system name associated with the instance 
CPUs Number of processors allocated to the instance 
RAM(GiB) Amount of Memory in Gibibytes allocated to the instance 
Provisioned (GiB) Amount of capacity in Gibibytes allocated to the instance 
Config Type The configuration type associated with the virtual instance e.g. for AWS, a1.medium, a1.large, a1.xlarge etc. 
Instance – Total IOpS Measures the total number of I/O service requests (read+write) on the instance during the 

selected time period (measured in I/O per sec) 
Instance – Peak IOpS Maximum I/O service requests (read+write) on the instance for the collection period 
Instance – Latency (ms) The time it takes from the moment a request for information arrives at the instance to the time when the instance 

begins to send the information back in response. This is the actual latency of the device in milliseconds 
Instance – Peak Latency (ms) Maximum response time on the instance for the collection period 
Instance – AverageCPUUtilization The percentage of a physical CPU's processing power that is currently being used by that virtual machine, 

essentially measuring how much of the allocated CPU resources are actively being consumed by the VM 
Instance – PeakCPUUtilization Maximum CPU processing power on the instance for the collection period 
VMDK Name of the Virtual Disk associated with the instance 
VMDK – Total IOpS Measures the total number of I/O service requests (read+write) on the VMDK during the 

selected time period (measured in I/O per sec) 
VMDK – Peak IOpS Maximum I/O service requests (read+write) on the VMDK for the collection period 
VMDK – Total MBps Total throughput (read+write) for the VMDK.  This is the rate at which data can be transferred to and from a  VMDK, 

typically measured in megabytes per second (MB/s) 
VMDK – Peak MBps Maximum throughput in megabytes per second for the VMDK during the collection period 
VMDK – Latency Total average response time in milliseconds. This is the amount of time it takes for an instance to receive data from 

a virtual disk after requesting it, essentially measuring the delay between initiating a read/write operation and the 
start of data transfer 

VMDK – Peak Latency Maximum response time in milliseconds for the VMDK during the collection period 
Date Full Date field available in the DWH Date Dimension table 
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4.2 All Cloud Infrastructure 
Description: This 
report shows cloud 
instance capacity and 
performance for all 
hyper scalers.  
Currently, this 
example is displaying 
AWS. 
 
Prerequisites: Data 
Infrastructure Insights 
(DII) reporting 
enabled. 
AWS, AZURE or 
Google Cloud 
discovered by DII. 
 

 

 

 

 

Report XML: 4.2 All Cloud Infrastructure 

  

 

https://reporting-ps1325.c01.cloudinsights.netapp.com/bi/?perspective=authoring&id=i3E9095EF06B54333B94AD8C8A14E3728&objRef=i3E9095EF06B54333B94AD8C8A14E3728&action=edit&cmPropStr=%7B%22id%22%3A%22i3E9095EF06B54333B94AD8C8A14E3728%22%2C%22type%22%3A%22report%22%2C%22defaultName%22%3A%224.2%20All%20Cloud%20Infrastructure%22%2C%22permissions%22%3A%5B%22execute%22%2C%22read%22%2C%22setPolicy%22%2C%22traverse%22%2C%22write%22%5D%7D
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4.1 Cloud Compute - Capacity and Performance by Instance Definitions 

Metric/Attribute Description 
HyperScaler Name of the hyperscaler e.g. AWS, AZURE or Google Cloud 
VM Name of the instance discovered and monitored by DII 
VM OS Operating system name associated with the instance 
vCPU Number of processors allocated to the instance 
vRAM Amount of Memory in Gibibytes allocated to the instance 
Avg CPU Utilization % The percentage of a physical CPU's processing power that is currently being used by that virtual machine, 

essentially measuring how much of the allocated CPU resources are actively being consumed by the VM 
Peak CPU Utilization % Maximum CPU processing power on the instance for the collection period 
Instance Type The configuration type associated with the virtual instance e.g. for AWS, a1.medium, a1.large, a1.xlarge etc. 
Billable Hours The number of billable hours for the current month.  E.g. (DAY(LAST_DAY(NOW()))*24) 
Instance Hourly Pricing Instance cost per hour based on the published hyperscaler rate card.  Example:  

  
WHEN [Instance Type]='a1.medium' THEN 0.0255 
WHEN [Instance Type]='a1.large' THEN 0.051 
WHEN [Instance Type]='a1.xlarge' THEN 0.102 
WHEN [Instance Type]='a1.2xlarge' THEN 0.204 
WHEN [Instance Type]='a1.4xlarge' THEN 0.408 
WHEN [Instance Type]='a1.metal' THEN 0.408 

Instance Cost Billable Hours * Instance Hourly Pricing 
Disk Name of the virtual disk associated with the instance 
Disk Type The disk type e.g. EBS_gp2, EBS_gp3 etc.. 
Capacity (GiB) Provisioned capacity in Gibibytes allocated to the instance via the virtual disk 
Disk Cost Disk cost per month based on the published hyperscaler rate card.  Example:  

WHEN Disk Type contains 'gp' THEN .1 
WHEN Disk Type contains 'io' THEN .125 
WHEN Disk Type contains 'st1' THEN .045 
WHEN Disk Type contains 'sc1' THEN .025 
WHEN Disk Type contains 'standard' THEN .05 
WHEN Disk Type contains 'snap' THEN .05 
WHEN Disk Type contains 'Standard_LRS' THEN .045 
WHEN Disk Type contains 'Premium_LRS' THEN .12 

Avg IOpS Measures the average number of I/O service requests (read+write) on the instance during the 
selected time period (measured in I/O per sec) 

Peak IOpS Maximum I/O service requests (read+write) on the instance for the collection period 
Optimized Config This is the recommended number of CPUs an individual virtual instance should have based on its resource 

consumption.  If CPU utilization % is greater than 90 then we would add 1 vCPU else we would maintain or reduce 
vCPUs based on vCPU count * average utilization / 60 percent. 
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Example: 
IF(AVG(AverageCPUutilization) is null, x.vCPU, IF(AVG(AverageCPUutilization)>0.9, x.vCPU+1, CEIL((x.vCPU * 
AVG(AverageCPUutilization)) / .60))) 

Utilization The percentage of a physical CPU's processing power that is currently being used by that virtual instance, 
essentially measuring how much of the allocated CPU resources are actively being consumed  
 
CASE 
WHEN [Avg CPU Utilization %]  >=80 THEN 'Resource Alert' 
WHEN [Avg CPU Utilization %]  BETWEEN 50 AND 80 THEN 'Increase Resources' 
WHEN [Avg CPU Utilization %] <=25 THEN 'Decrease Resources' 
WHEN [Avg CPU Utilization %] BETWEEN 25 AND 51 THEN 'Properly Utilized' 
 

Optimization Cost Savings The cost savings (if any) incurred by optimizing virtual instance resources like vCPU, vRAM or provisioned capacity. 
 
IF(Instance Cost -(Billable Hours * OptimizedConfig) <0) THEN (0) ELSE (Instance Cost -(Billable Hours * 
OptimizedConfig)) 
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4.3 Virtual Machine Candidates for Re-tiering/Resizing 
Description: This 
report shows 
 
Prerequisites: Data 
Infrastructure 
Insights (DII) 
reporting enabled. 
VMware discovered 
by DII. 
 

 

 

 

 

 

 

 

 

 

Report XML: 4.3 Virtual Machine Candidates for Re-Tiering or Resizing 

  

 

https://reporting-ps1325.c01.cloudinsights.netapp.com/bi/?perspective=authoring&id=i2F3944FFAE3345A6BC5B33B536FE1A6C&objRef=i2F3944FFAE3345A6BC5B33B536FE1A6C&action=edit&cmPropStr=%7B%22id%22%3A%22i2F3944FFAE3345A6BC5B33B536FE1A6C%22%2C%22type%22%3A%22report%22%2C%22defaultName%22%3A%224.3%20Virtual%20Machine%20Candidates%20for%20Retiring%20or%20Resizing%22%2C%22permissions%22%3A%5B%22execute%22%2C%22read%22%2C%22setPolicy%22%2C%22traverse%22%2C%22write%22%5D%7D
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4.3 Virtual Machine Candidates for Re-tiering/Resizing Definitions 

Metric/Attribute Description 
Application DII configured annotation.  Defines the application associated with the virtual machine or backend storage capacity 
VM Host Name of the instance discovered and monitored by DII 
OS Operating system name associated with the instance 
AWS Config The configuration type associated with the AWS virtual instance e.g. a1.medium, a1.large, a1.xlarge etc. 
Azure Config The configuration type associated with the AZURE virtual instance e.g. A1_v2, A2_v2, A2m_v2 etc. 
CPUs Number of processors allocated to the instance 
Memory Amount of Memory in Gibibytes allocated to the instance 
Provisioned (GiB) Provisioned capacity in Gibibytes allocated to the instance via the virtual disk 
Used (GiB) Used capacity in Gibibytes allocated to the instance via the virtual disk 
% Used Used (GiB) / Provisioned (GiB) 
VMDK Name of the virtual disk associated with the instance 
Total IOpS Measures the total number of I/O service requests (read+write) on the instance during the 

selected time period (measured in I/O per sec) 
Latency (ms) The time it takes from the moment a request for information arrives at the instance to the time when the instance 

begins to send the information back in response. This is the actual latency of the device in milliseconds 
Avg CPU% The percentage of a physical CPU's processing power that is currently being used by that virtual instance, 

essentially measuring how much of the allocated CPU resources are actively being consumed  
Peak CPU% Maximum CPU% on the instance for the collection period 
Avg Memory% The percentage of the allocated RAM that is currently being used by the virtual machine, essentially indicating how 

much of its assigned memory is actively in use, often measured as a percentage of the total allocated memory to 
the virtual instance 

Peak Memory% Maximum Memory% on the instance for the collection period 
Status Provides a recommendation based on several performance scenarios for each virtual instance.  E.g 

 
WHEN [Latency (ms)] > 25 THEN 'High Latency' 
WHEN [Total IOpS]>3000 AND [Avg CPU%]>50 AND [CPUs] <=4 THEN 'Needs Upsizing' 
WHEN [Total IOpS]>5000 AND [Avg CPU%]>50 AND [CPUs] >=8 THEN 'Needs Upsizing' 
WHEN [Avg CPU%]>60 THEN 'Needs Upsizing' 
WHEN [Total IOpS] < 50 AND [Peak CPU%] <20 THEN 'Investigate Downsizing' 
WHEN [Peak CPU%] < 10  AND [CPUs]<=4 THEN 'Investigate Downsizing' 
WHEN [Peak CPU%] < 20  AND [CPUs]>4 THEN 'Investigate Downsizing' 
WHEN [Total IOpS] is null THEN 'Missing Data' 
ELSE 'Good' 

In-Active Hosts This is the number of in-active or underutilized hosts.  IF( Status ='Investigate Downsizing') THEN (1) ELSE (0) 
Breached Hosts If the STATUS is not equal to ‘Good’ then the count is incremented 
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4.4 Cloud Consumption 
Description: This report 
shows resource 
consumption for AWS 
and AZURE cloud 
instances.   
 
Prerequisites: Data 
Infrastructure Insights 
(DII) reporting enabled. 
VMware, AWS or AZURE 
compute discovered by 
DII. 
 

 

 

 

 

 

 

 

Report XML for AWS: 4.4 AWS Cloud Consumption  
Report XML for AZURE: 4.8 AZURE Cloud Consumption 
 

 

https://reporting-ps1325.c01.cloudinsights.netapp.com/bi/?perspective=authoring&id=i3713D03042184551B9E3055607ECFBA2&objRef=i3713D03042184551B9E3055607ECFBA2&action=edit&cmPropStr=%7B%22id%22%3A%22i3713D03042184551B9E3055607ECFBA2%22%2C%22type%22%3A%22report%22%2C%22defaultName%22%3A%224.4%20AWS%20Cloud%20Consumption%22%2C%22permissions%22%3A%5B%22execute%22%2C%22read%22%2C%22setPolicy%22%2C%22traverse%22%2C%22write%22%5D%7D
https://reporting-ps1325.c01.cloudinsights.netapp.com/bi/?perspective=authoring&id=i0A93C1BD34884510970DCA1EB00AA69B&objRef=i0A93C1BD34884510970DCA1EB00AA69B&action=edit&cmPropStr=%7B%22id%22%3A%22i0A93C1BD34884510970DCA1EB00AA69B%22%2C%22type%22%3A%22report%22%2C%22defaultName%22%3A%224.8%20AZURE%20Cloud%20Consumption%22%2C%22permissions%22%3A%5B%22execute%22%2C%22read%22%2C%22setPolicy%22%2C%22traverse%22%2C%22write%22%5D%7D
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4.4 Cloud Consumption Definitions 
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4.5 Cloud Performance 
Description: This report 
shows resource 
performance  for AWS and 
AZURE cloud instances.   
AWS example on left. 
 
Prerequisites: Data 
Infrastructure Insights (DII) 
reporting enabled. 
AWS or AZURE compute 
discovered by DII. 
 

 

 

 

 

 

 

 

 

Report XML for AWS: 4.5 AWS Cloud Performance 
Report XML for AZURE: 4.9 AZURE Cloud Performance 
 

https://reporting-ps1325.c01.cloudinsights.netapp.com/bi/?perspective=authoring&id=i02BA5A5D1A1B48F784C8CADF6991C97E&objRef=i02BA5A5D1A1B48F784C8CADF6991C97E&action=edit&cmPropStr=%7B%22id%22%3A%22i02BA5A5D1A1B48F784C8CADF6991C97E%22%2C%22type%22%3A%22report%22%2C%22defaultName%22%3A%224.5%20AWS%20Cloud%20Performance%22%2C%22permissions%22%3A%5B%22execute%22%2C%22read%22%2C%22setPolicy%22%2C%22traverse%22%2C%22write%22%5D%7D
https://reporting-ps1325.c01.cloudinsights.netapp.com/bi/?perspective=authoring&id=iF02F4FD0DA214F36A44C9F93D3CB581F&objRef=iF02F4FD0DA214F36A44C9F93D3CB581F&action=edit&cmPropStr=%7B%22id%22%3A%22iF02F4FD0DA214F36A44C9F93D3CB581F%22%2C%22type%22%3A%22report%22%2C%22defaultName%22%3A%224.9%20AZURE%20Cloud%20Performance%22%2C%22permissions%22%3A%5B%22execute%22%2C%22read%22%2C%22setPolicy%22%2C%22traverse%22%2C%22write%22%5D%7D
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4.5 Cloud Performance Definitions 
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4.6 Cloud Ready Analysis 
Description: This report 
shows potential resources 
that are cloud ready  for AWS 
and AZURE hyperscalers.   
AWS example on left. 
 
Prerequisites: Data 
Infrastructure Insights (DII) 
reporting enabled. 
VMware discovered by DII. 
 

 

 

 

 

 

 

 

 

Report XML for AWS: 4.6 AWS Cloud Ready Analysis 
Report XML for AZURE: 4.10 AZURE Cloud Ready Analysis 
 

 

https://reporting-ps1325.c01.cloudinsights.netapp.com/bi/?perspective=authoring&id=i38B9558EA6F94A6BB71D7BE561561A5E&objRef=i38B9558EA6F94A6BB71D7BE561561A5E&action=edit&cmPropStr=%7B%22id%22%3A%22i38B9558EA6F94A6BB71D7BE561561A5E%22%2C%22type%22%3A%22report%22%2C%22defaultName%22%3A%224.6%20AWS%20Cloud%20Ready%20Analysis%22%2C%22permissions%22%3A%5B%22execute%22%2C%22read%22%2C%22setPolicy%22%2C%22traverse%22%2C%22write%22%5D%7D
https://reporting-ps1325.c01.cloudinsights.netapp.com/bi/?perspective=authoring&id=i0FA5898BC72F4789AE8BC68A348C5EAD&objRef=i0FA5898BC72F4789AE8BC68A348C5EAD&action=edit&cmPropStr=%7B%22id%22%3A%22i0FA5898BC72F4789AE8BC68A348C5EAD%22%2C%22type%22%3A%22report%22%2C%22defaultName%22%3A%224.10%20AZURE%20Cloud%20Ready%20Analysis%22%2C%22permissions%22%3A%5B%22execute%22%2C%22read%22%2C%22setPolicy%22%2C%22traverse%22%2C%22write%22%5D%7D
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4.6 Cloud Ready Analysis Definitions 
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4.7 Cloud Ready Analysis, Reclamation, Resizing and Cloud Migration Candidates 
Description: This report 
shows potential resources 
that can be reclaimed, 
resized or are cloud ready 
for AWS/AZURE migration.  
Additional report pages 
include High Latency VM’s, 
High vCPU VMs and Low 
IOpS VMs. 
 
Prerequisites: Data 
Infrastructure Insights (DII) 
reporting enabled. 
VMware discovered by DII. 
 

 

 

 

 

 

Report XML for AWS: 4.7 AWS Cloud Ready Analysis - Reclamation - Resizing and Cloud Migration Candidates 
Report XML for AZURE: 4.11 AZURE Cloud Ready Analysis - Reclamation - Resizing and Cloud Migration Candidates 

  

 

https://reporting-ps1325.c01.cloudinsights.netapp.com/bi/?perspective=authoring&id=i2169839F17884E58980E877A7C661613&objRef=i2169839F17884E58980E877A7C661613&action=edit&cmPropStr=%7B%22id%22%3A%22i2169839F17884E58980E877A7C661613%22%2C%22type%22%3A%22report%22%2C%22defaultName%22%3A%224.7%20AWS%20Cloud%20Ready%20Analysis%20-%20Reclamation%2C%20Resizing%20and%20Cloud%20Migration%20Candidates%22%2C%22permissions%22%3A%5B%22execute%22%2C%22read%22%2C%22setPolicy%22%2C%22traverse%22%2C%22write%22%5D%7D
https://reporting-ps1325.c01.cloudinsights.netapp.com/bi/?perspective=authoring&id=i29FC4546D9D94EEEA4F6282726487F1A&objRef=i29FC4546D9D94EEEA4F6282726487F1A&action=edit&cmPropStr=%7B%22id%22%3A%22i29FC4546D9D94EEEA4F6282726487F1A%22%2C%22type%22%3A%22report%22%2C%22defaultName%22%3A%224.11%20AZURE%20Cloud%20Ready%20Analysis%20-%20Reclamation%2C%20Resizing%20and%20Cloud%20Migration%20Candidates%22%2C%22permissions%22%3A%5B%22execute%22%2C%22read%22%2C%22setPolicy%22%2C%22traverse%22%2C%22write%22%5D%7D


 © 2024 NetApp, Inc. All rights reserved .                                                                  

4.7 Cloud Ready Analysis Definitions 
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4.16 Cloud Cost Monthly Comparison 
Description: This report 
shows the cost 
differences between all 
three hyperscalers.  
Detail lists of individual 
compute instances and 
the associated cost 
savings for migrating from 
onprem to cloud. 
 
Prerequisites: Data 
Infrastructure Insights 
(DII) reporting enabled. 
VMware discovered by 
DII. 
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Report XML: 4.16 Cloud Cost Monthly Comparison 
  

 

https://reporting-ps1325.c01.cloudinsights.netapp.com/bi/?perspective=authoring&id=i262546006962458EB3F441581A0C44AB&objRef=i262546006962458EB3F441581A0C44AB&action=edit&cmPropStr=%7B%22id%22%3A%22i262546006962458EB3F441581A0C44AB%22%2C%22type%22%3A%22report%22%2C%22defaultName%22%3A%224.16%20Cloud%20Cost%20Monthly%20Comparison%22%2C%22permissions%22%3A%5B%22execute%22%2C%22read%22%2C%22setPolicy%22%2C%22traverse%22%2C%22write%22%5D%7D
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4.16 Cloud Cost Monthly Comparison Definitions 

Metric/Attribute Description 
Instance / VM Instance Name  
Platform Operating system used by the instance e.g. Windows, Linux or Other 
Cores Number of virtual processors allocated to the instance or virtual machine 
Memory(GiB) Amount of RAM in Gibibytes allocated to the instance 
Provisioned Capacity (GiB) Amount of capacity in Gibibytes allocated to the instance 
Used Capacity (GiB) Amount of used capacity in Gibibytes reported by the instance 
AS-IS Configured The proposed hyperscaler configuration type for the virtual machine 
AS-IS Monthly Cost The hyperscaler hourly published cost associated with the instance for the entire month 
Configured EBS The EBS disk in Gibibytes that would be allocated to the instance in the cloud 
Avg IOPS Measures the average number of I/O service requests (read+write) on the instance during the 

selected time period (measured in I/O per sec) 
Configured EBS IOPS Cost The cost of IOPS as published by the hyperscaler 
Configured EBS Cost The cost of EBS disk(s) as published by the hyperscaler 
AS-IS S3 Cost The cost of object storage (S3) if used after migrating the instance to the cloud 
AS-IS Total Cost Total cost of the instance if migrating to the cloud 
OnPrem Cost The current retail cost of the virtual machine from VMware published prices 
Price Diff +/- This is the OnPrem Cost – AS-IS Total Cost 
Status WHEN [Price Diff +/-] < 0 THEN 'Leave OnPrem' 

ELSE 'Cloud Candidate' 
Max of Avg CPU % The max of average percentage of a physical CPU's processing power that is currently being used by that virtual 

instance, essentially measuring how much of the allocated CPU resources are actively being consumed 
Max of Avg MEM % The max of average percentage of the allocated RAM that is currently being used by the virtual machine, essentially 

indicating how much of its assigned memory is actively in use, often measured as a percentage of the total 
allocated memory to the virtual instance 

Total OnPrem Cost Total of vCPUcost + vRAMcost + storageCostperGiB 
Total AWS Cost AS-IS Monthly Cost + Configured EBS Cost + Configured EBS IOPS Cost + Data Transfer Cost 
Total AZURE Cost AS-IS Monthly Cost + Configured EBS Cost + Data Transfer Cost 
Total GCP Cost AS-IS Monthly Cost + Configured Disk Cost + Configured EBS IOPS Cost + Data Transfer Cost 
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4.17 Idle Instances – OnPrem or Cloud 
Description: This report 
shows compute instances 
both On and Off Prem that 
are idle or significantly 
under-utilized.  Currently 
the report defaults to Cloud 
(offprem). 
 
Prerequisites: Data 
Infrastructure Insights (DII) 
reporting enabled. 
VMware discovered by DII. 
 

 

 

 

 

 

 

Report XML: 4.17 Idle Instances - OnPrem or Cloud 
  

 

 

https://reporting-ps1325.c01.cloudinsights.netapp.com/bi/?perspective=authoring&id=i30E83A05A9C3417DA0FA4480C00ACEA2&objRef=i30E83A05A9C3417DA0FA4480C00ACEA2&action=edit&cmPropStr=%7B%22id%22%3A%22i30E83A05A9C3417DA0FA4480C00ACEA2%22%2C%22type%22%3A%22report%22%2C%22defaultName%22%3A%224.17%20Idle%20Cloud%20Instances%22%2C%22permissions%22%3A%5B%22execute%22%2C%22read%22%2C%22setPolicy%22%2C%22traverse%22%2C%22write%22%5D%7D
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4.17 Idle Instances – OnPrem or Cloud Definitions 

Metric/Attribute Description 
Hyper Scaler Name of the hyperscaler e.g. AWS, AZURE or Google Cloud 
Region The hyperscaler region associated with the instance discovered by DII 
VM Guest / VM / Virtual Machine Name of the VMware virtual machine discovered and monitored by DII 
Instance Name of the instance (cloud based virtual machine)  
vCPU Number of processors allocated to the instance 
vRAM Amount of Memory in Gibibytes allocated to the instance 
Instance Type The configuration type associated with the virtual instance e.g. for AWS, a1.medium, a1.large, a1.xlarge etc. 
Disk Type The disk type e.g. EBS_gp2, EBS_gp3 etc.. 
Provisioned (GiB) Amount of capacity in Gibibytes allocated to the instance 
Avg IOpS Measures the average number of I/O service requests (read+write) on the instance during the 

selected time period (measured in I/O per sec) 
Peak IOpS Maximum I/O service requests for the collection period 
CPU Utilization % The percentage of a physical CPU's processing power that is currently being used by that virtual machine, 

essentially measuring how much of the allocated CPU resources are actively being consumed by the VM 
Peak CPU % Maximum CPU processing power on the instance for the collection period 
Virtual Disk Count Total number of virtual disks discovered by DII 
Idle Instance Count Total number of instances with Max of Average CPU Utilization % < 5 
Idle Disk Count Total number of disks with Peak IOPS < 20 
Idle CPU Count Total number of vCPUs based on Max of Average CPU Utilization % < 5 
Idle Memory Count Total number of vCPUs based on Max of Average CPU Utilization % < 5 
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4.18 Virtual Instances Powered Down 
Description: This report 
shows OnPrem or Cloud 
compute instances that 
are powered down. 
 
Prerequisites: Data 
Infrastructure Insights (DII) 
reporting enabled. 
VMware or Cloud 
Hyperscalers discovered 
by DII. 
 

 

 

 

 

 

 

 

 

Report XML: 4.18 Virtual Instances Powered Down 
  

 

https://reporting-ps1325.c01.cloudinsights.netapp.com/bi/?perspective=authoring&id=iBA47C53B15B744F08DE2C3EFCA1BBB70&objRef=iBA47C53B15B744F08DE2C3EFCA1BBB70&action=edit&cmPropStr=%7B%22id%22%3A%22iBA47C53B15B744F08DE2C3EFCA1BBB70%22%2C%22type%22%3A%22report%22%2C%22defaultName%22%3A%224.18%20Virtual%20Instances%20Powered%20Down%22%2C%22permissions%22%3A%5B%22execute%22%2C%22read%22%2C%22setPolicy%22%2C%22traverse%22%2C%22write%22%5D%7D
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4.18 Virtual Instances Powered Down Definitions 

Metric/Attribute Description 
Hyper Scaler Name of the hyperscaler e.g. AWS, AZURE or Google Cloud 
Region The hyperscaler region associated with the instance discovered by DII 
Virtual Machine Name of the VMware virtual machine discovered and monitored by DII 
OS Operating system used by the instance e.g. Windows, Linux or Other 
vCPUs Number of processors allocated to the instance 
vRAM (GiB) Amount of Memory in Gibibytes allocated to the instance 
Guest State The combined state of the virtual hardware of the virtual machine and of the guest OS 
State Change Time when the power state has changed to the current value 
Days Since Powered Down This is the state change modified to show the number of days powered down.  

DATEDIFF(NOW(),hv_virtual_machine.powerStateChangeTime) 
Provisioned Capacity (GiB) Amount of capacity in Gibibytes allocated to the instance 
Used Capacity (GiB) Amount of used capacity in Gibibytes allocated to the instance 
Used % Used Capacity (GiB) / Provisioned Capacity (GiB) 
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Executive Overview  
The objective of Executive reporting will encompass Compute 
And Storage Infrastructure Risks, Alert load, and focus on savings.   
Here are some of the objectives met by this section: 
 

❑ Risk Report – Storage Node and Compute – Executive Level 
❑ Executive Capacity Report 
❑ Executive Capacity Report with KPIs 
❑ Compute Capacity and Performance Savings 
❑ Storage Capacity and Performance Savings 
❑ Storage Capacity Trends – Executive Level 
❑ Compute Infrastructure  Performance - Executive Level 
❑ VM Configuration Risk Report 
❑ NetApp Storage Node Alert Counts 
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5.0a Ultimate Storage Insights – Executive Level 
Description: This report shows storage risk from a capacity and performance perspective.   
Prerequisites: Data Infrastructure Insights (DII) reporting enabled. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Report XML: 5.0a Ultimate Storage Insights 

https://reporting-ps1325.c01.cloudinsights.netapp.com/bi/?perspective=authoring&id=i7B2590507AF246E9B67B531FBD4B5231&objRef=i7B2590507AF246E9B67B531FBD4B5231&action=edit&cmPropStr=%7B%22id%22%3A%22i7B2590507AF246E9B67B531FBD4B5231%22%2C%22type%22%3A%22report%22%2C%22defaultName%22%3A%225.0a%20Ultimate%20Storage%20Insights%20-%20Executive%20Level%22%2C%22permissions%22%3A%5B%22execute%22%2C%22read%22%2C%22setPolicy%22%2C%22traverse%22%2C%22write%22%5D%7D
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5.0b Ultimate Compute Insights – Executive Level 
Description: This report shows compute risk from a capacity and performance perspective. 
Prerequisites: Data Infrastructure Insights (DII) reporting enabled. 
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Report XML: 5.0b Ultimate Compute Insights 

5.0 Ultimate Storage and Compute Insights Definitions 

Metric/Attribute Description 
Storage Insights 
Data Center DII configured annotation.  Defines the location of the device 
Raw Capacity Pre-RAID Raw Capacity in TiB of all disks as reported by the storage device monitored by DII and contained in the 

Storage and Storage Pool Capacity Fact table.  Represented as:  capacity * rawToUsableRatio 
Flash Capacity The sum of all disk capacity discovered by DII where type is SSD and speed is null 
Perf Spindle Capacity The sum of all disk capacity discovered by DII where speed is > 8000 
Nearline Capacity The sum of all disk capacity discovered by DII where speed is = 7200 
Pools at Risk The number of pools or aggregates that are < 365 days until capacity full.  Does not include root or aggr0. 
Capacity (TiB) Usable capacity allocated for a storage-pool as reported by the storage-array in Tebibytes (Base 2 units) 
Used Capacity (TiB) Used capacity in Tebibytes as reported by the storage pool or aggregate. If Thin Provisioned, then Used = Written. If 

Thick Provisioned then Used = Allocated or 100% 
Used % Used Capacity (TiB) / Capacity (TiB) 

 Used % >= .9 
 Used % Between .7 and .9 

Volume (TiB) The greater of Internal Volume (Flexvol) and Block Volume capacity in Tebibytes as reported by the storage pool or 
aggregate 

Internal Volume Allocated (TiB) Total allocated capacity in Tebibytes from the internal volume (Flexvol)  
Available (TiB) Capacity (TiB) - Used Capacity (TiB) 
Subscribed % Volume (TiB) / Capacity (TiB) 

 Subscribed % >= 3 
 Subscribed % Between 1.5 and 3 

Provisioned TiB Block Volume Capacity + Internal Volume Allocated in Tebibytes 
Subscription Status WHEN [Subscribed %] > 3 THEN 'High Risk' 

WHEN [Subscribed %] BETWEEN 1.5 AND 3 THEN 'Moderate Risk' 
ELSE 'Low Risk' 

Monthly Growth Rate Volume (TiB) / Capacity (TiB) 
Pool Efficiency Ratio Used Capacity (TiB) / (UsedCapacityTiB – PoolCompactedTiB) 
Forecast Capacity Projected Used Capacity in Tebibytes for the future 12 month period 
Node CPU Utilization % Node CPU Utilization shows the percentage of time that one or more CPUs were busy. In DII, this is based on the 

higher of CPU, WAFL_EX and Kahuna Processor Domain metrics. Details are as follows: 
• System – avg_processor_busy, cpu_elapsed_time1 
• WAFL – total_cp_msecs, cp_phase_times.P2_FLUSH 
• Processor – domain_busy, processor_elapsed_time 
 

https://reporting-ps1325.c01.cloudinsights.netapp.com/bi/?perspective=authoring&id=i245BD26188B3435B982BCB01F02FC5F7&objRef=i245BD26188B3435B982BCB01F02FC5F7&action=edit&cmPropStr=%7B%22id%22%3A%22i245BD26188B3435B982BCB01F02FC5F7%22%2C%22type%22%3A%22report%22%2C%22defaultName%22%3A%225.0b%20Ultimate%20Compute%20Insights%20-%20Executive%20Level%22%2C%22permissions%22%3A%5B%22execute%22%2C%22read%22%2C%22setPolicy%22%2C%22traverse%22%2C%22write%22%5D%7D
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Overall node utilization then is displayed as the higher of the 3 (system, WAFL or processor domains) which all 
indicate a controller’s ability (utilization) to process read/write requests 

Latency The time it takes from the moment a request for information arrives at the Storage Node to the time when the 
instance begins to send the information back in response. This is the actual latency of the device in milliseconds 

Compute Insights 
Hypervisors Subscription Indicators  If hypervisors are over subscribed by 500% or more 

 If hypervisors are over subscribed between 150 and 300% 
Idle VMs  If any virtual machines are idle e.g. zero IOPS for 90 days 
Virtual Storage Provisioned Amount of capacity in Gibibytes allocated to the instance 
Virtual Storage Used Amount of capacity used in Gibibytes allocated to the instance 
Most Greedy Instances Top 15 virtual instances with the highest amount of I/Os 
Hypervisor Name of the hypervisor discovered and monitored by DII 
ESX CPU The CPU count associated with the hypervisor 
Allocated CPUs Total number of vCPUs allocated to virtual machines 
CPU Subscription % Allocated CPUs / ESX CPU 

 CPU Subscription % > 150 
 CPU Subscription % Between 100 and 150 

ESX RAM The amount of RAM in Gibibytes associated with the hypervisor 
Allocated RAM Total amount of vRAM allocated to virtual machines 
RAM Subscription % Allocated RAM / ESX RAM 

 RAM Subscription % > 150 
 RAM Subscription % Between 100 and 150 

Virtual Machine Name of the virtual machine associated with the hypervisor 
CPUs Number of vCPUs allocated to individual virtual machines 
RAM (GiB) Amount of vRAM in Gibibytes allocated to individual virtual machines 
Datastore Provisioned (GiB) Amount of capacity in Gibibytes allocated to the datastore 
Datastore Used (GiB) The amount of data-store capacity being used (vm_capacity_fact.ActualMB/1024) 
ESX Capacity Used % Datastore Used (GiB) / Datastore Provisioned (GiB) 

 ESX Capacity Used % > .85 
vCPU % The average percentage of a physical CPU's processing power that is currently being used by that virtual instance, 

essentially measuring how much of the allocated CPU resources are actively being consumed 
 vCPU % > 50 
 vCPU % Between 30 and 50 

vRAM % The average percentage of the allocated RAM that is currently being used by the virtual machine 
 vRAM % > 70 
 vRAM % Between 50 and 70 

Latency (ms) The time it takes from the moment a request for information arrives at the instance to the time when the instance 
begins to send the information back in response. This is the actual latency of the device in milliseconds 



 © 2024 NetApp, Inc. All rights reserved .                                                                  

 Latency (ms) > 15 
 Latency (ms) Between 10 and 15 

Avg IOPS Measures the total number of I/O service requests (read+write) on the volume during the selected time period 
(measured in I/O per sec) 

Provisioned (GiB) Amount of capacity in Gibibytes allocated to the virtual instance 
Used (GiB) Amount of capacity used in Gibibytes by the virtual instance 
Used % Used (GiB) / Provisioned (GiB) 

 Used % > .90 
 Used % Between .70 and .90 
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5.0c Compute Optimization – Executive Level 
Description: This report shows savings from compute optimization. 
Prerequisites: Data Infrastructure Insights (DII) reporting enabled. 

Report XML: 5.0c Compute Optimization - Executive Level 

https://reporting-ps1325.c01.cloudinsights.netapp.com/bi/?perspective=authoring&id=i7476D6D33E624B47BEC2A9F3BD55B9C3&objRef=i7476D6D33E624B47BEC2A9F3BD55B9C3&action=edit&cmPropStr=%7B%22id%22%3A%22i7476D6D33E624B47BEC2A9F3BD55B9C3%22%2C%22type%22%3A%22report%22%2C%22defaultName%22%3A%225.0c%20Ultimate%20Savings%20Insights%20-%20Executive%20Level%22%2C%22permissions%22%3A%5B%22execute%22%2C%22read%22%2C%22setPolicy%22%2C%22traverse%22%2C%22write%22%5D%7D


 © 2024 NetApp, Inc. All rights reserved .                                                                  

5.0c Compute Optimization – Executive Level Definitions 

Metric/Attribute Description 
Storage Insights 
Tier DII configured annotation. Defines tiers of storage based on disk type, disk speed, etc. 
Cluster Name of the ESX Cluster discovered and monitored by DII 
Hypervisor Name of the ESX host (hypervisor) associated with the Cluster 
VM Name of the virtual machine associated with the hypervisor 
VM Count Total number of virtual machines associated with each hypervisor 
CPU Count Total number of physical CPUs associated with each hypervisor 
RAM GiB Total amount of RAM in Gibibytes associated with each hypervisor 
Total NFS Allocated GiB Sum of NFS allocated capacity in Gibibytes 
iSCSI Capacity GiB Sum of iSCSI capacity in Gibibytes 
vCPU Number of vCPUs allocated to virtual instances 
vRAM GiB Amount of Memory in Gibibytes allocated to virtual instances 
Capacity Idle Amount of Capacity in Tebibytes that has zero Throughput (MBps) for 90 days 
Capacity Powered Off Number of  virtual machines where the guestState = poweredOff 
CPU % The average utilization percentage of physical CPUs associated with the ESX server or hypervisor 
Total IOPS Measures the total number of I/O service requests (read+write) on the volume during the selected time period 

(measured in I/O per sec) 
Hypervisor Decommission Criteria ESX servers or hypervisors where Total IOPS < 100 AND CPU% < 10 
Memory Saved TiB Sum of Memory in Gibibytes when virtual machine guest state = poweredOff 
NAS Capacity Saved TiB Amount of NAS capacity saved in Tebibytes when all hypervisors that meet the criteria have been decommissioned 
SAN Capacity Saved TiB Amount of SAN capacity saved in Tebibytes when all hypervisors that meet the criteria have been decommissioned 
vCPU Saved Total vCPUs that can be reclaimed when the instance is idle or powered off 
vRAM Saved Total Memory in Gibibytes that can be reclaimed when the instance is idle or powered off 
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5.1a Risk Report – Storage Risk 
Description: This 
report shows storage 
risk from a capacity 
and performance 
perspective.  
Thresholds insert is 
located on the bottom 
right of this page. 
 
Prerequisites: Data 
Infrastructure Insights 
(DII) reporting enabled. 
Application, tier and 
tier cost annotations 
deployed. 

 

 

 

 

 

 

 

 

Report XML: 5.1 Risk Report - Storage Node and Compute 

https://reporting-ps1325.c01.cloudinsights.netapp.com/bi/?perspective=authoring&id=iEBF4854899314604A3E51CB6FDAB747E&objRef=iEBF4854899314604A3E51CB6FDAB747E&action=edit&cmPropStr=%7B%22id%22%3A%22iEBF4854899314604A3E51CB6FDAB747E%22%2C%22type%22%3A%22report%22%2C%22defaultName%22%3A%225.1%20Risk%20Report%20-%20by%20Node%20and%20ESX%20Cluster%20-%20Executive%20Level%22%2C%22permissions%22%3A%5B%22execute%22%2C%22read%22%2C%22setPolicy%22%2C%22traverse%22%2C%22write%22%5D%7D
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5.1b Risk Report – Compute Risk 
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5.1 Risk Report – by Node and ESX Cluster – Executive Level Definitions 

Metric/Attribute Description 
Storage 
Node Name of the storage node discovered and monitored by DII 
Data Center Name of the Data Center assigned to the storage device 
Storage Capacity Risk  

 Volume Used Capacity % > 75    Volume Used Capacity % Between 65 and 75    Volume Used Capacity % < 65 
        If capacity is RED or YELLOW, then the number of volumes will be shown that meet each criteria 

Storage Performance Risk      
 Volume Latency > 10 (ms)            Volume Latency between 5 and 10 (ms)                 Volume Latency less than 5 (ms) 

       If capacity is RED or YELLOW, then the number of volumes will be shown that meet each criteria 
Current Allocated GiB Current allocated capacity in Gibibytes as reported by the internal volume (Flexvol) 
Current Used GiB Current used capacity in Gibibytes as reported by the internal volume (Flexvol) 
Begin Used GiB Used capacity in Gibibytes associated with the volume beginning 190 days (or less) from the current date 
Growth Rate Using a compound average growth rate function:  power(Current Used GiB / Beginning Used GiB, 

1/TIMESTAMPDIFF(MONTH,begin.date,end.date))-1 
Months Until Full Current Allocated GiB - Current Used GiB / Growth Rate 
Monthly Costs Derived from the report storage rate card.  (CapEx_SubTotal + OpeEx_SubTotal) / sAcctMonths   
Cost to Address The total cost to replace storage capacity at risk.  CostperGiB is derived from the report storage rate card 

 
IF(Months until Full <> '>24 Months') THEN (((Current Allocated GiB) * 
#prompt('sStorageCostToAddress','float','.25')#) * [CostperGiB]) ELSE (0) 

Customer Orphaned (GiB) Orphaned capacity in Gibibytes by volume performance where totalIOPSmax = 0 for 180 days 
Potential Monthly Savings Sum of Monthly Costs associated with Orphaned capacity 
 
Compute 
Cluster Name of the ESX cluster discovered and monitored by DII 
Compute Capacity Risk 

 Server Used Capacity % > 75    Server Used Capacity % Between 65 and 75    Server Used Capacity % < 65 
        If capacity is RED or YELLOW, then the number of Virtual Machines will be shown that meet each criteria 

Compute Performance Risk 
 Server Latency > 10 (ms)            Server Latency between 5 and 10 (ms)                 Server Latency less than 5 (ms) 

        If capacity is RED or YELLOW, then the number of Virtual Machines will be shown that meet each criteria 
Configured Cost From the compute rate card: [vCPUcost]+[vRAMcost]+[storageCost]+[Cost Per IOPS] 
Growth Rate for Customer  
Compute Cost Risk / Compute Impact  [Growth Rate for Customer] < 5001 THEN 'Negligible Cost Growth' 

 [Growth Rate for Customer] BETWEEN 5000 and 50001 THEN 'Moderate Cost Growth' 
[Growth Rate for Customer] > 50000 THEN 'Elevated Cost Growth' 

12 Month Avg Cost Increase  Sum of ((End Cost - Begin Cost )/12 for  [Cluster]) 
Orphaned CPUs Sum of Orphaned CPU count.  Virtual machines orphaned by performance where IOPS = 0 for 180 days 
Orphaned Memory GiB Sum of Orphaned RAM count.  
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Orphaned GiB Sum of virtual machine orphaned provisioned capacity in Gibibytes 
Potential Monthly Savings From the compute rate card: [vCPUcost]+[vRAMcost]+[storageCost] 
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5.2 Executive Capacity Report with KPIs - Storage 
Description: This report shows 
storage and compute KPIs and 
SLA thresholds for Service 
Quality and Capacity 
Management.  Areas of focus 
include Capacity at Risk, Data 
Center Capacity Time to Full, 
Application costs and top 
business consumers of storage 
resources. Capacity Analytics, 
Performance Analytics and 
Application Analytics allow drill 
through to WebUI dashboards 
for near realtime business 
intelligence. 
 
Prerequisites: Data 
Infrastructure Insights (DII) 
reporting enabled. 
Business Unit, Line of Business, 
Application, tier and tier cost 
annotations deployed. 
 

 

 

Report XML: 5.2 Executive Capacity Report with KPIs 

https://reporting-ps1325.c01.cloudinsights.netapp.com/bi/?perspective=authoring&id=iE72687C2DECF4AE4A7952DB4312921B0&objRef=iE72687C2DECF4AE4A7952DB4312921B0&action=edit&cmPropStr=%7B%22id%22%3A%22iE72687C2DECF4AE4A7952DB4312921B0%22%2C%22type%22%3A%22report%22%2C%22defaultName%22%3A%225.2%20Executive%20Capacity%20Report%20with%20KPIs%22%2C%22permissions%22%3A%5B%22execute%22%2C%22read%22%2C%22setPolicy%22%2C%22traverse%22%2C%22write%22%5D%7D
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5.2 Executive Capacity Report with KPIs – OnPrem Compute 

 

Report XML: 5.2 Executive Capacity Report with KPIs 

 

https://reporting-ps1325.c01.cloudinsights.netapp.com/bi/?perspective=authoring&id=iE72687C2DECF4AE4A7952DB4312921B0&objRef=iE72687C2DECF4AE4A7952DB4312921B0&action=edit&cmPropStr=%7B%22id%22%3A%22iE72687C2DECF4AE4A7952DB4312921B0%22%2C%22type%22%3A%22report%22%2C%22defaultName%22%3A%225.2%20Executive%20Capacity%20Report%20with%20KPIs%22%2C%22permissions%22%3A%5B%22execute%22%2C%22read%22%2C%22setPolicy%22%2C%22traverse%22%2C%22write%22%5D%7D
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5.2 Executive Capacity Report Definitions 

Metric/Attribute Description 
Storage 
Data Center DII configured annotation.  Defines the location of the device 
Application DII configured annotation.  Defines the application associated with the virtual machine or backend storage capacity 
Business Unit DII configured annotation.  Defines the Business Unit associated with the virtual machine or backend storage 

capacity 
Line of Business DII configured annotation.  Defines the Line of Business associated with the virtual machine or backend storage 

capacity 
Raw Capacity Pre-RAID Raw Capacity in TiB of all disks as reported by the storage device monitored by DII and contained in the 

Storage and Storage Pool Capacity Fact table.  Represented as:  capacity * rawToUsableRatio 
Usable Capacity Usable capacity allocated for a storage-pool as reported by the storage-array in Tebibytes (Base 2 units) 
Used Capacity Threshold Used capacity and projected capacity trending chart 75% full threshold 
Service Quality Threshold Latency SLA threshold of 30 milliseconds 
Minimum Days to Full The minimum of dwh_capacity.sp_time_to_fill.daysToStoragePoolFull.  This metric is used to monitor the capacity 

consumption rate of storage pools and aggregates 
Pools at Risk The number of pools or aggregates that show days to full less than 365 
Pools < 100 Days The number of pools or aggregates that show days to full less than 100 
Used % Used Capacity / Usable Capacity 
Projected Used % Projected Used Capacity / Projected Usable Capacity.  
Quarter The quarterly representation of the Full Date metric from the date_dimension table 
Latency The time it takes from the moment a request for information arrives at the storage device to the time when the 

storage device begin to send the information back in response 
Days DATEDIFF(IF(SUM(Projected Usable (TiB)) <= SUM(Projected Used (TiB)), FullDate,'9999-01-01'), NOW()) 
Days to Full IF(MIN(Days) > 365, 365, MIN(Days))  
Time to Full IF(MIN(Days) > 365,`1+ Year', IF(MIN(Days) > 31, CONCAT(FLOOR(MIN(Days) / 30), ' Months'), CONCAT(MIN(Days), ' 

Days'))) 
ConfigType and Cost Platform 

WHEN virtual_machine.processors<=2 AND  virtual_machine.memory/1024) <=8 THEN 'Small' 
WHEN virtual_machine.processors<=4 AND virtual_machine.memory/1024)<=16 THEN 'Medium' 
WHEN virtual_machine.processors<=8 AND virtual_machine.memory/1024)<=32 THEN 'Large' 
WHENvirtual_machine.processors>8 OR virtual_machine.memory/1024)>=32 THEN 'xLarge' 
 
Cost 
WHEN ConfigType ='Small' THEN 1681.92 
WHEN ConfigType ='Medium' THEN 3363.84 
WHEN ConfigType ='Large' THEN 6727.68 
WHEN ConfigType ='xLarge' THEN 13455.36 

Total Annual Cost The total of the ConfigType Cost + Provisioned Capacity GiB * 840.00 
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Total Cost of Applications Sum of Total Annual Cost 
Total Application Capacity Sum of virtual machine Provisioned capacity in Gibibytes for the entire report 
  
Compute 
ESX Host Name of the ESX Host or hypervisor discovered and monitored by DII 
VM Name of the virtual machine associated with the hypervisor 
Datastore Name of the datastore associated with the hypervisor 
CPUSubscriptionPercent The sum of all virtual machine allocated vCPUs / ESX Host CPU Count 
Total IOpS Measures the total number of I/O service requests (read+write) on the virtual machine during the 

selected time period (measured in I/O per sec) 
Days to Full Simple capacity growth calculation for datastores over a 30 day period 
Used % Current Datastore Used Capacity in Tebibytes / Current Datastore Allocated Capacity in TiB 
Billable Hours The number of billable hours for the current month.  E.g. (DAY(LAST_DAY(NOW()))*24) 
Instance Hourly Pricing Instance cost per hour based on the published hyperscaler rate card.  Example:  

  
WHEN [Instance Type]='a1.medium' THEN 0.0255 
WHEN [Instance Type]='a1.large' THEN 0.051 
WHEN [Instance Type]='a1.xlarge' THEN 0.102 
WHEN [Instance Type]='a1.2xlarge' THEN 0.204 
WHEN [Instance Type]='a1.4xlarge' THEN 0.408 
WHEN [Instance Type]='a1.metal' THEN 0.408 

Instance Cost Billable Hours * Instance Hourly Pricing 
Disk Pricing Disk cost per month based on the published VMware or hyperscaler rate card.  Example:  

 
WHEN [Type] contains 'VMDK' THEN .1 
WHEN [Type] contains 'gp' THEN .1 
WHEN [Type] contains 'io' THEN .125 
WHEN [Type] contains 'st1' THEN .045 
WHEN [Type] contains 'sc1' THEN .025 
WHEN [Type] contains 'standard' THEN .05 
WHEN [Type] contains 'snap' THEN .05 
WHEN [Type] contains 'Standard_LRS' THEN .045 
WHEN [Type] contains 'Premium_LRS' THEN .12 

Disk Cost Disk Pricing *  VM Provisioned Capacity GiB 
Total Monthly Costs Instance Cost + Disk Cost 
Avg CPU Utilization Average vCPU Utilization as reported by virtual machine instances for the user selected time period 
vCPU Number of virtual processors associated with the virtual instance 
vRAM Amount of Memory in Gibibytes associated with the virtual instance 
VM Capacity Virtual machine provisioned capacity in Gibibytes 
Reclaimable Assets All virtual  machine assets that are either powered down or idle 
Datastore Capacity at Risk Datastore capacity in Tebibytes that is nearing full allocation 
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5.3 Storage Capacity and Performance Savings 
Description: This report 
shows capacity and 
performance savings 
from utilizing storage 
efficiency technologies 
and reclaiming orphaned 
assets.   
 
Prerequisites: Data 
Infrastructure Insights 
(DII) reporting enabled. 
 

 

 

 

 

 

 

 

 

Report XML: 5.3 Storage Capacity and Performance Savings 

 

 

https://reporting-ps1325.c01.cloudinsights.netapp.com/bi/?perspective=authoring&id=iE13910284EF14D1BB66E85C628B7FFD0&objRef=iE13910284EF14D1BB66E85C628B7FFD0&action=edit&cmPropStr=%7B%22id%22%3A%22iE13910284EF14D1BB66E85C628B7FFD0%22%2C%22type%22%3A%22report%22%2C%22defaultName%22%3A%225.3%20Storage%20Capacity%20and%20Performance%20Savings%22%2C%22permissions%22%3A%5B%22execute%22%2C%22read%22%2C%22setPolicy%22%2C%22traverse%22%2C%22write%22%5D%7D
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5.3 Storage Capacity and Performance Savings Definitions 

Metric/Attribute Description 
Array Name of the storage device discovered and monitored by DII 
Vendor Manufacturer of the storage device 
Tier DII configured annotation. Defines tiers of storage based on disk type, disk speed, etc. 
Service Level DII configured annotation. Defines Service Levels based on IO Density (IOPS/TiB) 
Pool Reduction Ratios and Savings 
Raw Capacity (TiB) Pre-RAID Raw Capacity in Tebibytes of all disks as reported by the storage device monitored by DII and contained in 

the Storage and Storage Pool Capacity Fact table.  Represented as:  capacity * rawToUsableRatio 
Used Raw Capacity (TiB) Used Raw Capacity in Tebibytes as reported by the storage pool or aggregate 
Usable Capacity (TiB) Usable capacity allocated for a storage-pool as reported by the storage-array in Tebibytes (Base 2 units) 
Logical Used Capacity (TiB) Used capacity in Tebibytes as reported by the internal volume (internal_volume_capacity_fact) 
Physical Used Capacity (TiB) Consumed Capacity in Tebibytes reported by the internal volume 
Pool Deduplicated (TiB) Derived from the storage_and_storage_pool_capacity_ fact (1 – (dedupeRatio / dedupeRatio) * (Used Capacity TiB))  
Pool Compressed (TiB) (1 – (compressionRatio / compressionRatio) * (Used Capacity TiB)) 
Pool Compacted (TiB) (1 – (compactionRatio / compactionRatio) * (Used Capacity TiB)) 
Pool Efficiency Ratio Used Capacity TiB / (Used Capacity TiB -  Pool Compacted TiB) 
Monthly Cost Savings ((Pool Deduplicated (TiB*1024) + Pool Compressed (TiB*1024) + Pool Compacted (TiB)])*1024) * AvgCostperGiB 

Note: Average Cost per Gibibyte is currently .03  
  
Volume Reduction Ratios and Savings 
Logical Allocated (TiB) Allocated capacity in Gibibytes associated with the internal volume 
Thin Logical (TiB) When thinprovisioned =1 then Allocated capacity in Gibibytes associated with the internal volume 
Logical Used (TiB) Used capacity in Gibibytes associated with the internal volume 
Physical Used (TiB) Consumed capacity in Gibibytes associated with the internal volume 
Deduplicated (TiB) Derived from the internal_volume_capacity_fact (1 – (dedupeRatio / dedupeRatio) * (Logical Used TiB)) 
Compressed (TiB) (1 – (compressionRatio / compressionRatio) * (Logical Used TiB)) 
Volume Efficiency Ratio Logical Used TiB / (Physical Used TiB -  Deduplicated TiB + Compressed TiB) 
Volume Monthly Cost Savings ((Deduplicated (TiB) + Compressed (TiB)) * 1024) *  AvgCostperGiB 

Note: Average Cost per Gibibyte is currently .03 
  
All Other Definitions 
Orphaned by Config Count Total number of volumes that are flagged as orphaned.  This is derived from  volume_capacity_fact.isOrphaned = 1 

flag 
Orphaned by Performance Count Total number of volumes that have zero peak IOPS for 180 days 
Spindle Capacity Total amount of disk capacity in Tebibytes where the disk speed > 8000  
Flash Capacity Total amount of disk capacity in Tebibytes where the disk speed is null 
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Usable Capacity Usable capacity allocated for a storage-pool as reported by the storage-array in Tebibytes (Base 2 units) 
Total Cost Tier Cost * Raw Capacity (GiB) 
Total Used Cost Tier Cost * Used Raw Capacity (GiB) 
Total Free Cost Total Cost - Total Used Cost 
Date Full Date field available in the DWH Date Dimension table 
Capacity Range WHEN orphanedCapacityGiB BETWEEN 0 AND 50 THEN '0-50GiB' 

WHEN orphanedCapacityGiB BETWEEN 50 AND 100 THEN '50-100GiB' 
WHEN orphanedCapacityGiB BETWEEN 100 AND 250 THEN '100-250GiB' 
WHEN orphanedCapacityGiB BETWEEN 250 AND 500 THEN '250-500GiB' 
WHEN orphanedCapacityGiB BETWEEN 500 AND 1000 THEN '500-1000GiB' 
ELSE '1000+ GiB' 

Potential Cost Savings Orphaned by Config (GiB) * .03 
Total IOpS Measures the total number of I/O service requests (read+write) on the volume during the 

selected time period (measured in I/O per sec). 
Cost per IOpS Defines the cost of IOPS as derived from the Service Level annotation: 

 
WHEN [Service Level]='Value' THEN .12*[Total IOpS] 
WHEN [Service Level]='Capacity' THEN .75 *[Total IOpS] 
WHEN [Service Level]='Performance' THEN 1.35*[Total IOpS] 
WHEN [Service Level]='High Read' THEN 1.70*[Total IOpS] 
WHEN [Service Level]='High Write' THEN 2.25*[Total IOpS] 
WHEN [Service Level]='Extreme' THEN 3.1*[Total IOpS] 

Orphaned Capacity (TiB) Amount of capacity in Tebibytes where the volumes are flagged as orphaned.  This is derived from  
volume_capacity_fact.isOrphaned = 1 flag 
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5.4 Capacity Trending and Forecasting – Executive Level 
Description: This report shows an 
executive level view of storage 
resource utilization and when 
specific resources may run out of 
capacity.   
 
 
Prerequisites: Data 
Infrastructure Insights (DII) 
reporting enabled. 
 

 

 

 

 

 

 

 

 

 

Report XML: 5.4 Storage Capacity Trending and Forecasting - Executive Level 

 

https://reporting-ps1325.c01.cloudinsights.netapp.com/bi/?perspective=authoring&id=i44E5A00B79E14E059FF420A15865C24A&objRef=i44E5A00B79E14E059FF420A15865C24A&action=edit&cmPropStr=%7B%22id%22%3A%22i44E5A00B79E14E059FF420A15865C24A%22%2C%22type%22%3A%22report%22%2C%22defaultName%22%3A%225.4%20Storage%20Capacity%20Trends%20-%20Executive%20Level%22%2C%22permissions%22%3A%5B%22execute%22%2C%22read%22%2C%22setPolicy%22%2C%22traverse%22%2C%22write%22%5D%7D
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5.4 Capacity Trending and Forecasting Definitions 

Metric/Attribute Description 
Storage Array Name of the storage device discovered and monitored by DII 
Storage Pool Name of the storage pool or aggregate associated with the storage device 
Total Space (TiB) Usable capacity allocated for a storage-pool as reported by the storage-array in Tebibytes (Base 2 units) 
Used Space (TiB) Used capacity in Tebibytes as reported by the storage pool or aggregate. If Thin Provisioned, then Used = Written. If 

Thick Provisioned then Used = 100% of Allocated 
Utilization (%) Used Space (TiB) / Total Space (TiB) 
Projected Utilization (%) Usable Capacity in Tebibytes for the future 12 month period. This field is the basis for the intercept as a result of 

linear regression and projected used capacity. The field is contained in the Storage and Storage Pools Capacity 
FUTURE Fact table 

Subscribed Capacity (TiB) The greater of Block Volume or Internal Volume Allocated capacity in Tebibytes 
Subscription (%) Subscribed Capacity (TiB) / Total Space (TiB) 
Days to Full Derived from the sp_time_to_fill.daysToStoragePoolFull metric for aggregates that are less than 365 to full 
Peak CPU Maximum of Node CPU Utilization for the collection period 

This metric shows the percentage of time that one or more CPUs were busy. In DII, this is based on the higher of 
CPU, WAFL_EX and Kahuna Processor Domain metrics. Details are as follows: 
• System – avg_processor_busy, cpu_elapsed_time1 
• WAFL – total_cp_msecs, cp_phase_times.P2_FLUSH 
• Processor – domain_busy, processor_elapsed_time 

Capacity Utilization (%) Same as Utilization (%) 
Total Raw Capacity Pre-RAID Raw Capacity in TiB of all disks as reported by the storage device monitored by DII and contained in the 

Storage and Storage Pool Capacity Fact table.  Represented as:  capacity * rawToUsableRatio 
Total Raw UnConfigurated Capacity Unconfigured raw capacity of the storage (includes failed, spare and unused disks) in TiB 
Total Usable Capacity Same as Total Space (TiB) 
Total Utilized Capacity Same as Used Space (TiB) 
Est. When Capacity at Risk The minimum of days to full for all aggregates 
Pools at Risk Total number of pools less than 365 days to full 
Pools < 100 Days Total number of pools less than 100 days to full 
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5.6 VM Configuration Risk Report 
Description: This report 
shows confguration risk 
of the virtual compute 
estate.  Emphasis is 
placed on CPU and 
Memory subscriptions 
as well as 
consumption. 
 
Prerequisites: Data 
Infrastructure Insights 
(DII) reporting enabled. 
 

 

 

 

 

 

Report XML: 5.6 VM Configuration Risk Report 

 

 

 

 

https://reporting-ps1325.c01.cloudinsights.netapp.com/bi/?perspective=authoring&id=i818A0B9DEFDF48B495782220703AF925&objRef=i818A0B9DEFDF48B495782220703AF925&action=edit&cmPropStr=%7B%22id%22%3A%22i818A0B9DEFDF48B495782220703AF925%22%2C%22type%22%3A%22report%22%2C%22defaultName%22%3A%225.6%20VM%20Configuration%20Risk%20Report%22%2C%22permissions%22%3A%5B%22execute%22%2C%22read%22%2C%22setPolicy%22%2C%22traverse%22%2C%22write%22%5D%7D
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5.6 VM Configuration Risk Report Definitions 

Metric/Attribute Description 
Hypervisor Name of the hypervisor (ESX server) that is discovered and monitored by DII 
ESX CPU Amount of physical CPU that is available on the ESX server for VM Guest allocation 
ESX RAM Amount of physical RAM that is available on the ESX server for VM Guest allocation 
Allocated CPUs Amount of physical CPU that has been allocated to VM Guests 
Allocated RAM Amount of physical RAM that has been allocated to VM Guests 
CPU Subscription % Percent of ESX CPU that has been allocated to VMs 

 CPU subscribed < 150% 
 CPU subscribed between 150 and 300 % 
 CPU subscribed greater than 300 % 

 
RAM Subscription % Percent of RAM that has been allocated to VMs 

 RAM subscribed < 150% 
 RAM subscribed between 150 and 300 % 
 RAM subscribed greater than 300 % 

 
VM Name of the virtual machine associated with the hypervisor discovered by DII 
OS Type of OS deployed on the virtual machine 
Guest State Whether the VM is powered on or off 
vCPUs Number of virtual CPUs that are allocated to the VM Guest 
vRAM (GiB) Amount of RAM in Gigabytes allocated to the VM Guest 
Provisioned (GiB) Amount of capacity provisioned to the VM Guest 
Used (GiB) Amount of capacity used by the VM Guest.   Used capacity will equal 100% if it is THICK provisioned 
% Used Percent of capacity used (Used / Provisioned) by the VM Guest 
Is vCPU > 50% ESX CPU Shows whether the vCPU allocated is greater than 50% of available ESX physical CPU 
Is vRAM > 50% ESX RAM Shows whether the vRAM allocated is greater than 50% of available ESX physical RAM 
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Financial Overview  
These are some of the day-to-day and monthly financial 
management tasks that can be addressed by leveraging the 
reports in this catalog. Here are some of the objectives met 
by this section: 
 

❑ Application Resource Consumption 
❑ Asset Utilization by Application and Business Unit 
❑ Qtree Capacity with Applications and Business Units 
❑ Open Systems Storage – Top 10 Applications 
❑ Application Allocation and Cost Consumption 
❑ Epic Health Application Summary 
❑ Epic Capacity and Costs 
❑ Application Capacity and Performance 
❑ Kubernetes Capacity Forecast by Cluster or Namespace 
❑ Kubernetes Chargeback – AWS Rate Card 
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6.0 OnPrem Storage – Projected Costs for CVO using AWS 
Description: This report 
shows projected costs 
from migrating onprem 
volume workloads to 
Cloud Volumes ONTAP in 
AWS. 
 
Prerequisites: Data 
Infrastructure Insights 
(DII) reporting enabled. 
 

 

 

 

 

 

 

 

 

Report XML for AWS: 6.0 OnPrem Storage - Projected Costs for CVO using AWS 

 

 

https://reporting-ps1325.c01.cloudinsights.netapp.com/bi/?perspective=authoring&id=i63C3CFB5F68B418A995A8E96B768784A&objRef=i63C3CFB5F68B418A995A8E96B768784A&action=edit&cmPropStr=%7B%22id%22%3A%22i63C3CFB5F68B418A995A8E96B768784A%22%2C%22type%22%3A%22report%22%2C%22defaultName%22%3A%226.1%20OnPrem%20Storage%20-%20Projected%20Costs%20for%20CVO%20using%20AWS%20by%20MONTH%20-%20UPDATED%209-17-2024%22%2C%22permissions%22%3A%5B%22execute%22%2C%22read%22%2C%22setPolicy%22%2C%22traverse%22%2C%22write%22%5D%7D
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6.0 OnPrem Storage – Projected Costs for CVO using AWS Definitions 

Metric/Attribute Description 
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6.0 OnPrem Storage – Projected Costs for CVO using AZURE 
Description: This report 
shows projected costs from 
migrating onprem volume 
workloads to Cloud Volumes 
ONTAP in AZURE. 
 
Prerequisites: Data 
Infrastructure Insights (DII) 
reporting enabled. 
 

 

 

 

 

 

 

 

 

Report XML for AZURE: 6.0 OnPrem Storage - Projected Costs for CVO using AZURE  

 

 

 

https://reporting-ps1325.c01.cloudinsights.netapp.com/bi/?perspective=authoring&id=i9834B5D088C040058756D74DA95A2747&objRef=i9834B5D088C040058756D74DA95A2747&action=edit&cmPropStr=%7B%22id%22%3A%22i9834B5D088C040058756D74DA95A2747%22%2C%22type%22%3A%22report%22%2C%22defaultName%22%3A%226.1%20OnPrem%20Storage%20-%20Projected%20Costs%20for%20CVO%20using%20AZURE%20by%20MONTH%20-%20UPDATED%20-%2009-24-2024%22%2C%22permissions%22%3A%5B%22execute%22%2C%22read%22%2C%22setPolicy%22%2C%22traverse%22%2C%22write%22%5D%7D
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6.0 OnPrem Storage – Projected Costs for CVO using AZURE Definitions 

Metric/Attribute Description 
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6.0 OnPrem Storage – Projected Costs for CVO using GCP 
Description: This report 
shows projected costs from 
migrating onprem volume 
workloads to Cloud Volumes 
ONTAP in Google Cloud. 
 
Prerequisites: Data 
Infrastructure Insights (DII) 
reporting enabled. 
 

 

 

 

 

 

 

 

 

 

 

 

Report XML for GCP:  6.0 OnPrem Storage - Projected Costs for CVO using GCP 

https://reporting-ps1325.c01.cloudinsights.netapp.com/bi/?perspective=authoring&id=i582A6CDB0BA94393A5880ECFE255E43C&objRef=i582A6CDB0BA94393A5880ECFE255E43C&action=edit&cmPropStr=%7B%22id%22%3A%22i582A6CDB0BA94393A5880ECFE255E43C%22%2C%22type%22%3A%22report%22%2C%22defaultName%22%3A%226.0%20OnPrem%20Storage%20-%20Projected%20Costs%20for%20CVO%20using%20GCP%20by%20MONTH%20-%20UPDATED%209-5-2024%22%2C%22permissions%22%3A%5B%22execute%22%2C%22read%22%2C%22setPolicy%22%2C%22traverse%22%2C%22write%22%5D%7D
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6.0 OnPrem Storage – Projected Costs for CVO using GCP Definitions 
Metric/Attribute Description 
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6.3 Storage Capacity and Cost Breakdown 
Description: This report 
shows a storage capacity 
breakdown of costs and 
utilization trends as well as  
IOPS/TiB (IO Density) 
distrubution and 
performance impact. 
Prerequisites: Data 
Infrastructure Insights (DII) 
reporting enabled. 
 

 

 

 

 

 

 

 

Report XML:  6.3 Storage Capacity and Cost Breakdown 

 

 

https://reporting-ps1325.c01.cloudinsights.netapp.com/bi/?perspective=authoring&id=iF7AC861D69924D5BAA1984A28D2F1869&objRef=iF7AC861D69924D5BAA1984A28D2F1869&action=edit&cmPropStr=%7B%22id%22%3A%22iF7AC861D69924D5BAA1984A28D2F1869%22%2C%22type%22%3A%22report%22%2C%22defaultName%22%3A%226.3%20Storage%20Capacity%20and%20Cost%20Breakdown%22%2C%22permissions%22%3A%5B%22execute%22%2C%22read%22%2C%22setPolicy%22%2C%22traverse%22%2C%22write%22%5D%7D
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6.3 Storage Capacity and Cost Breakdown Definitions 
Metric/Attribute Description 
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6.4 Chargeback – CVO Volumes (AWS) 
Description: This report 
shows chargeback 
costs for CVO volumes 
in AWS.  Capacity is 
broken down by 
Business Unit.  Volumes 
will show the allocated 
percentage of the 
aggregate and the costs 
for each workload. 
 
Prerequisites: Data 
Infrastructure Insights 
(DII) reporting enabled. 
Business Unit 
annotations deployed.  
Rate card is provided 
and is updated regularly. 
 

 

 

Report XML:  6.4 Chargeback - CVO Volumes (AWS) 

 

 

https://reporting-ps1325.c01.cloudinsights.netapp.com/bi/?perspective=authoring&id=i2D7EE08528F942B0A822AC9A69EF6377&objRef=i2D7EE08528F942B0A822AC9A69EF6377&action=edit&cmPropStr=%7B%22id%22%3A%22i2D7EE08528F942B0A822AC9A69EF6377%22%2C%22type%22%3A%22report%22%2C%22defaultName%22%3A%226.4%20Chargeback%20-%20CVO%20for%20AWS%20-%20UPDATED%20-%2010-02-2024%22%2C%22permissions%22%3A%5B%22execute%22%2C%22read%22%2C%22setPolicy%22%2C%22traverse%22%2C%22write%22%5D%7D
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6.4 Chargeback – CVO Volumes (AWS) Definitions  
Metric/Attribute Description 
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6.4 Chargeback – CVO Volumes (AZURE) 
Description: This report 
shows chargeback costs 
for CVO volumes in 
AZURE. 
 
Prerequisites: Data 
Infrastructure Insights 
(DII) reporting enabled. 
Business Unit 
annotations deployed.  
Rate card is provided 
and is updated regularly. 
 

 

 

 

 

 

 

 

Report XML:  6.4 Chargeback - CVO Volumes (AZURE) 

 

 

https://reporting-ps1325.c01.cloudinsights.netapp.com/bi/?perspective=authoring&id=iF8AF171FB166497A918397F0447704D4&objRef=iF8AF171FB166497A918397F0447704D4&action=edit&cmPropStr=%7B%22id%22%3A%22iF8AF171FB166497A918397F0447704D4%22%2C%22type%22%3A%22report%22%2C%22defaultName%22%3A%226.4%20Chargeback%20-%20CVO%20for%20AZURE%20-%20UPDATED%20-%2010-04-2024%22%2C%22permissions%22%3A%5B%22execute%22%2C%22read%22%2C%22setPolicy%22%2C%22traverse%22%2C%22write%22%5D%7D
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6.4 Chargeback – CVO Volumes (AZURE) Definitions 
Metric/Attribute Description 
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6.4 Chargeback – CVO Volumes (GCP) 
Description: This report 
shows chargeback 
costs for CVO volumes 
in Google Cloud. 
 
Prerequisites: Data 
Infrastructure Insights 
(DII) reporting enabled. 
Business Unit 
annotations deployed.  
Rate card is provided 
and is updated 
regularly. 
 
 

 

 

 

 

 

 

Report XML:  6.4 Chargeback - CVO Volumes (GCP) 

 

https://reporting-ps1325.c01.cloudinsights.netapp.com/bi/?perspective=authoring&id=i34B478A9DA7C46369541A835A2D926FA&objRef=i34B478A9DA7C46369541A835A2D926FA&action=edit&cmPropStr=%7B%22id%22%3A%22i34B478A9DA7C46369541A835A2D926FA%22%2C%22type%22%3A%22report%22%2C%22defaultName%22%3A%226.4%20Chargeback%20-%20CVO%20for%20GCP%20-%20UPDATED%20-%2010-14-2024%22%2C%22permissions%22%3A%5B%22execute%22%2C%22read%22%2C%22setPolicy%22%2C%22traverse%22%2C%22write%22%5D%7D
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6.4 Chargeback – CVO Volumes (GCP) Definitions 
Metric/Attribute Description 
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6.6 AWS FSx Showback 
Description: This report 
shows AWS FSx volume 
capacity and costs.  
Top workloads are 
highlighted with 
capacity and 
performance trends. 
 
Prerequisites: Data 
Infrastructure Insights 
(DII) reporting enabled. 
 

 

Report XML:  6.4 AWS FSx Showback 

 

https://reporting-ps1325.c01.cloudinsights.netapp.com/bi/?perspective=authoring&id=iF456202C6B824316BBB4D3EA220E7217&objRef=iF456202C6B824316BBB4D3EA220E7217&action=edit&cmPropStr=%7B%22id%22%3A%22iF456202C6B824316BBB4D3EA220E7217%22%2C%22type%22%3A%22report%22%2C%22defaultName%22%3A%226.6%20AWS%20FSx%20Showback%22%2C%22permissions%22%3A%5B%22execute%22%2C%22read%22%2C%22setPolicy%22%2C%22traverse%22%2C%22write%22%5D%7D
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6.4 AWS FSx Showback 

Metric/Attribute Description 
Array Name of the storage device discovered and monitored by DII 
Vendor Manufacturer of the storage device 
Model Model name of the storage device 
Volume Name of the FSx volume associated with the storage device 
Allocated (GiB) Allocated capacity in Gibibytes for the FSx volume 
Region AWS region where the FSx volume resides 
Total IOPS Measures the maximum I/O service requests on the FSx volume during the selected time period (measured in I/O 

per sec) 
Total MBps The Rate at which data is being transmitted (both read+write) in a fixed amount of time in response to I/O service 

requests (measured in MB per sec) 
Cost of IOPS Using the AWS FSx Rate Card:  Total IOPS * .0340 per month 
Cost of MBps Using the AWS FSx Rate Card:  Total MBps * .1.20 per month 
Effective Rate The effective rate is derived from selection Region + Backup Status + Efficiency Status.  Default Allocated capacity 

rate is .042 ( US East N.Virginia, Excluding Backups, and no Efficiency 
Capacity Cost Using the AWS FSx Rate Card:  Allocated (GiB) * Effective Rate per month 
File Share Name Name of the file share associated with the FSx volume 
Protocol The protocol in use for the FSx volume e.g. NFS 
Full Date Full Date field available in the DWH Date Dimension table 
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6.7 Azure NetApp Files (ANF) Showback 
Description: This report 
shows OnPrem and ANF 
workload costs for multiple 
storage types and 
scenarios.  Cost trends are 
emphasized. 
 
Prerequisites: Data 
Infrastructure Insights (DII) 
reporting enabled. 
 

 

 

 

 

 

 

 

 

 

 

Report XML: 6.7 Azure NetApp Files (ANF) Showback 

https://reporting-ps1325.c01.cloudinsights.netapp.com/bi/?perspective=authoring&id=i56BB2632F1CA45F58EF6FC507362AD09&objRef=i56BB2632F1CA45F58EF6FC507362AD09&action=edit&cmPropStr=%7B%22id%22%3A%22i56BB2632F1CA45F58EF6FC507362AD09%22%2C%22type%22%3A%22report%22%2C%22defaultName%22%3A%226.7%20Azure%20NetApp%20Files%20%28ANF%29%20Showback%22%2C%22permissions%22%3A%5B%22execute%22%2C%22read%22%2C%22setPolicy%22%2C%22traverse%22%2C%22write%22%5D%7D
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6.7 Azure NetApp Files (ANF) Showback Definitions 

Metric/Attribute Description 
Storage Name of the storage device discovered and monitored by DII 
Volume Name of the ANF volume associated with the storage device 
Model Model name of the storage device 
Type The type of volume e.g OnPrem or ANF 
Allocated (GiB) Allocated capacity in Gibibytes for the internal volume either OnPrem or ANF 
Used (GiB) Used capacity in Gibibytes for the internal volume either OnPrem or ANF 
Total IOPS Measures the total number of I/O service requests (read+write) on the internal volume during the selected time 

period (measured in I/O per sec) 
Total MBps The Rate at which data is being transmitted from the internal volume in a fixed amount of time in response to I/O 

service requests (measured in MB per sec) 
Deployed Cost WHEN Type = 'OnPrem' THEN Allocated (GiB) *1.35 (the current OnPrem default price) 

ELSE [Selected Storage Price] 
Region The AWS region where the capacity resides 
Selected Storage The ANF storage type e.g. Standard, Premium, Ultra 
Selected Storage Price From the AWS FSx rate card: 

WHEN Selected Storage=’Standard’  THEN Standard Price(0.14746) * Allocated (GiB) 
WHEN Selected Storage =’Premium’  THEN Premium Price(0.29419) * Allocated (GiB) 
WHEN Selected Storage=’Ultra’  THEN Ultra Price(0.39274) * Allocated (GiB) 
ELSE 1.35 

ANF Standard Cost 0.14746 * Allocated (GiB) 
ANF Premium Cost 0.29419 * Allocated (GiB) 
ANF Ultra Cost 0.39274 * Allocated (GiB) 
Projected Standard Costs Projected costs of migrating OnPrem workloads to ANF Standard 
Projected Premium Costs Projected costs of migrating OnPrem workloads to ANF Premium 
Projected Ultra Costs Projected costs of migrating OnPrem workloads to ANF Ultra 
Full Date Full Date field available in the DWH Date Dimension table 
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6.8 EBS Infrastructure Costs 
Description: This report 
highlights AWS Elastic Block 
Storage resources and 
costs.  Emphasis is placed 
on orphaned volumes or 
excessive snapshots. 
 
Prerequisites: Data 
Infrastructure Insights (DII) 
reporting enabled. 
 

 

 

 

 

 

 

 

 

 

 

Report XML: 6.8 EBS Infrastructure Costs 

https://reporting-ps1325.c01.cloudinsights.netapp.com/bi/?perspective=authoring&id=i11523BC289304DE2908AA225AF47D4B4&objRef=i11523BC289304DE2908AA225AF47D4B4&action=edit&cmPropStr=%7B%22id%22%3A%22i11523BC289304DE2908AA225AF47D4B4%22%2C%22type%22%3A%22report%22%2C%22defaultName%22%3A%226.8%20EBS%20Infrastructure%20and%20Costs%22%2C%22permissions%22%3A%5B%22execute%22%2C%22read%22%2C%22setPolicy%22%2C%22traverse%22%2C%22write%22%5D%7D
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6.8 EBS Infrastructure Costs Definitions 

Metric/Attribute Description 
VM Name of the EC2 instance discovered and monitored by DII 
vCPU Number of virtual processors that are allocated to the EC2 instance 
vRAM Amount of Memory in Gibibytes allocated to the EC2 instance 
Instance Type The configuration type associated with the virtual instance e.g.  a1.medium, a1.large, a1.xlarge etc. 
EBS Name Name of the Elastic Block Storage virtual disk 
EBS Type The type of EBS disk e.g. GP2, GP3, IO1, SC1 etc. 
EBS Provisioned (GiB) Amount of capacity provisioned in Gibibytes to the EBS disk 
EBS Pricing The monthly cost of the EBS disk type e.g. 

WHEN [EBS Type] contains 'gp2' THEN .1 
WHEN [EBS Type] contains 'gp3' THEN .08 
WHEN [EBS Type] contains 'io' THEN .12 
WHEN [EBS Type] contains 'st1' THEN .045 
WHEN [EBS Type] contains 'sc1' THEN .015 
WHEN [EBS Type] contains 'standard' THEN .015 
WHEN [EBS Type] contains 'snap' THEN .05 

Discount % This is the discount percentage applied to the EBS pricing rate card after runtime.  This value can be embedded into 
the pricing tables 

EBS Cost This is the monthly cost of the EBS disk e.g.  
EBS Pricing * EBS Provisioned (GiB) * Discount % 

Avg IOPS Measures the total number of I/O service requests (read+write) that are averaged over the collection period for the 
EBS disk in I/Os per second 

Peak IOPS Maximum I/Os per second for the collection period 
EBS Count Total number of EBS disks discovered by DII 
EBS Snapshot Count Total number of EBS snapshots  
Orphaned EBS Total number of EBS disks that are not associated with an EC2 instance 
Instance Count Total number of EC2 instances discovered by DII 
Reclaimable Assets Total number of EC2 instances that are powered off or have zero IOPS 
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6.9 StorageGrid Capacity and Costs 
Description: This report 
shows StorageGrid 
showback costs for Tenant 
and Bucket resources. 
 
Prerequisites: Data 
Infrastructure Insights (DII) 
reporting enabled. 
 

 

 

 

 

 

 

 

 

 

 

 

Report XML: 6.9 StorageGRID Capacity and Costs 

 

https://reporting-ps1325.c01.cloudinsights.netapp.com/bi/?perspective=authoring&id=i3E5F79EB923245E3AAFC8A23EBCEEB81&objRef=i3E5F79EB923245E3AAFC8A23EBCEEB81&action=edit&cmPropStr=%7B%22id%22%3A%22i3E5F79EB923245E3AAFC8A23EBCEEB81%22%2C%22type%22%3A%22report%22%2C%22defaultName%22%3A%226.9%20StorageGrid%20Capacity%20and%20Costs%22%2C%22permissions%22%3A%5B%22execute%22%2C%22read%22%2C%22setPolicy%22%2C%22traverse%22%2C%22write%22%5D%7D
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6.9 StorageGRID Capacity and Costs Definitions 

Metric/Attribute Description 
Tenant Name Name of the StorageGrid tenant associated with the node.  A tenant is a separate, isolated space within a NetApp 

StorageGRID system where a user or organization can store and retrieve data.  In the DII model, the StorageGrid 
Tenant is represented as a storage pool. 

Capacity (GB) Usable capacity allocated for the tenant in Gigabytes (Base 10 units) 
Quota Used (GB) Used capacity in Terabytes as reported by the tenant 
Quota Remaining (GB) IF(Capacity (TB) = Quota Used (TB)) THEN (null) ELSE (Capacity (TB) - Quota Used (TB)) 
Quota % Used Quota Used (TB) / Capacity (TB) 
Total Cost  
Bucket Name A "StorageGRID bucket" refers to a container within the NetApp StorageGRID object storage system.  In the DII 

model, a bucket is the same as an internal volume 
Bucket Allocated (GB) Allocated capacity in Terabytes (Base-10) e.g.  internal volume AllocatedCapacityMB/1024/1024 * 1.099511627776 
Bucket Used (GB) Used capacity in Terabytes as reported by the internal volume 
Bucket Count Total number of buckets  
Bucket % Used Bucket Used (GB) / Bucket Allocated (GB) 
Tenant Count Total number of tenants (sum of aggregates) 
Bucket Count Total number of buckets (sum of internal volumes) 
Capacity Total Sum of Capacity (GB) 
Capacity Used Sum of Quota Used (GB) 
Capacity Available Capacity Total - Capacity Used 
Total Monthly Cost Sum of Capacity Total * .05 
Full Date Full Date field available in the DWH Date Dimension table 
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6.10 Cost Forecast and Breakdown 
Description: This report 
displays a Cost Forecast 
with breakdown by overall 
storage. A summary of 
capacity and costs is 
available at the top of the 
page. Charts for Top 5 
Arrays; Data Center; Tier; 
and Top 5 Costliest 
Vendors are shown with a 
global cost forecast trend. 
Storage costs detail list is 
available at the bottom of 
the page. 
 
 
Prerequisites: Data 
Infrastructure Insights (DII) 
reporting enabled. 
Application, tier and tier 
cost annotations deployed. 
 

 

Report XML: 6.10 Cost Forecast and Breakdown 

 

 

https://reporting-ps1325.c01.cloudinsights.netapp.com/bi/?perspective=authoring&id=iC429BAA21AC44A908279C773E9E6DD14&objRef=iC429BAA21AC44A908279C773E9E6DD14&action=edit&cmPropStr=%7B%22id%22%3A%22iC429BAA21AC44A908279C773E9E6DD14%22%2C%22type%22%3A%22report%22%2C%22defaultName%22%3A%226.10%20Cost%20Forecast%20and%20Breakdown%22%2C%22permissions%22%3A%5B%22execute%22%2C%22read%22%2C%22setPolicy%22%2C%22traverse%22%2C%22write%22%5D%7D
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6.10 Cost Forecast and Breakdown Definitions 

Metric/Attribute Description 
Data Center DII configured annotation. Defines the physical location of the device 
Tier DII configured annotation. Defines tiers of storage based on disk type, disk speed, etc. 
Cost /GiB DII configured annotation. Same as cost. Defines the cost per GiB associated with storage tiers or service levels. 
Storage Name Name of the storage array monitored by DII 
Manufacturer/Vendor The manufacturer of the storage array monitored by DII 
Model The model of the storage array 
Serial Number The serial number of the storage array 
Raw Capacity (GiB) Pre-RAID Raw Capacity in Gibibytes of all disks as reported by the storage device monitored by DII and 

contained in the Storage and Storage Pool Capacity Fact table.  Represented as:  capacity * 
rawToUsableRatio 

Used Raw (GiB) Pre-RAID Used Raw Capacity in Gibibytes of all disks as reported by the storage device monitored by DII 
and contained in the Storage and Storage Pool Capacity Fact table 

Projected Used Raw (GiB) Forecast Pre-raid/post formatted Used Raw in Gibibytes as reported by the storage pool and calculated 
via a built-in linear regression formula 

Total Cost of Storage Used Raw (GiB) * Cost / GiB 
Historical Cost Total cost of storage for the past N months 
Future Cost Total cost of storage projected for future 12 months 
Date Fulldate field derived from the Data Dimension table in the Data Warehouse 
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6.11 Chargeback by Business Unit and Application 
Description: This report 
displays Daily, Monthly, and 
Annual Chargeback based 
on Provisioned Cost. On the 
right is a Capacity 
breakdown by Business 
Unit. The bottom section 
displays Daily, Monthly, and 
Annual Costs broken down 
by Business Unit and 
Application. 
 
 
Prerequisites: Data 
Infrastructure Insights (DII) 
reporting enabled. 
Business Unit, Application, 
tier, service level and tier 
cost annotations deployed. 
 

 

 

 

Report XML: 6.11 
Chargeback by Business Unit and Application 

 

https://reporting-ps1325.c01.cloudinsights.netapp.com/bi/?perspective=authoring&id=iDDF46949ECE34AC68F496489270F8CBB&objRef=iDDF46949ECE34AC68F496489270F8CBB&action=edit&cmPropStr=%7B%22id%22%3A%22iDDF46949ECE34AC68F496489270F8CBB%22%2C%22type%22%3A%22report%22%2C%22defaultName%22%3A%226.11%20Chargeback%20by%20Business%20Unit%20and%20Application%22%2C%22permissions%22%3A%5B%22execute%22%2C%22read%22%2C%22setPolicy%22%2C%22traverse%22%2C%22write%22%5D%7D
https://reporting-ps1325.c01.cloudinsights.netapp.com/bi/?perspective=authoring&id=iDDF46949ECE34AC68F496489270F8CBB&objRef=iDDF46949ECE34AC68F496489270F8CBB&action=edit&cmPropStr=%7B%22id%22%3A%22iDDF46949ECE34AC68F496489270F8CBB%22%2C%22type%22%3A%22report%22%2C%22defaultName%22%3A%226.11%20Chargeback%20by%20Business%20Unit%20and%20Application%22%2C%22permissions%22%3A%5B%22execute%22%2C%22read%22%2C%22setPolicy%22%2C%22traverse%22%2C%22write%22%5D%7D
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6.11 Chargeback by Business Unit and Application 

Metric/Attribute Description 
Business Unit DII configured annotation.  Defines the Business Unit with host, volume, or internal volume capacity 
Application DII configured annotation.  Defines the application associated with the virtual machine or backend storage capacity 
Tier DII configured annotation. Defines tiers of storage based on disk type, disk speed, etc. 
Tier Cost /GiB DII configured annotation. Defines the costs associated with the tiers 
Server/VM Name Name of the virtual machine discovered by DII 
Replication Whether or not the Application has a replica component 
Allocated Capacity (GiB) Amount of capacity in Gibibytes allocated to the Application assigned to the virtual machine 
Annual Cost The yearly cost of the capacity associated with the Application 
Monthly Cost The monthly cost of the capacity associated with the Application 
Daily Cost The daily cost of the capacity associated with the Application 
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6.14 Storage and Compute Showback 
Description: This real-
world showback report 
shows costs for compute 
and storage resources. 
Cost parameters are 
added at run-time and 
have a high degree of 
complexity when applied 
to compute resources. 
This example can be 
used to customize a 
similar artifact for 
prospective users. 
 
 
Prerequisites: Data 
Infrastructure Insights 
(DII) reporting enabled. 
Tier, service level and tier 
cost annotations 
deployed. 
 

 

 

Report XML: 6.14 Storage and Compute Showback 

 

https://reporting-ps1325.c01.cloudinsights.netapp.com/bi/?perspective=authoring&id=iBA14E91E3D304587B75FF6A30ACB9F9B&objRef=iBA14E91E3D304587B75FF6A30ACB9F9B&action=edit&cmPropStr=%7B%22id%22%3A%22iBA14E91E3D304587B75FF6A30ACB9F9B%22%2C%22type%22%3A%22report%22%2C%22defaultName%22%3A%226.14%20Storage%20and%20Compute%20Showback%22%2C%22permissions%22%3A%5B%22execute%22%2C%22read%22%2C%22setPolicy%22%2C%22traverse%22%2C%22write%22%5D%7D
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6.14 Storage and Compute Showback Definitions 

Metric/Attribute Description 
Storage 
Storage Array Name of the storage device discovered and monitored by DII 
Vendor Manufacturer of the storage device 
Family Family name of the storage device 
Raw (GiB) Pre-RAID Raw Capacity in Gibibytes of all disks as reported by the storage device monitored by DII and contained in 

the Storage and Storage Pool Capacity Fact table.  Represented as:  capacity * rawToUsableRatio 
Provisioned (GiB) The greater of block volume allocated or internal volume allocated capacity in Gibibytes 
CostperGiB From the rate card attached to this report:  CapEx_SubTotal + OpeEx_SubTotal / sAcctMonths 
Cost Per IOPS IOPS / TiB * (CostperGiB/1024) 
Raw Costs Raw (GiB) * (CostperGiB/1024) 
Provisioned Costs Provisioned (GiB) * CostperGiB 
  
Compute 
Hyperscaler Name of the hyperscaler e.g. AWS, AZURE or Google Cloud 
VM Name of the virtual machine discovered by DII 
VM OS The operating system associated with the virtual machine 
vCPU The number of vCPUs (processors) allocated to the virtual machine 
vRAM The amount of RAM in Gibibytes allocated to the virtual machine 
Avg CPU Utilization % Average vCPU Utilization as reported by virtual machine instances for the user selected time period 
Peak CPU Utilization % Maximum vCPU Utilization for the collection period 
Instance Type The configuration type associated with the virtual instance e.g. for AWS, a1.medium, a1.large, a1.xlarge etc. 
Billable Hours The number of billable hours for the current month.  E.g. (DAY(LAST_DAY(NOW()))*24) 
Instance Hourly Pricing Instance cost per hour based on the published hyperscaler rate card.  Example:  

  
WHEN [Instance Type]='a1.medium' THEN 0.0255 
WHEN [Instance Type]='a1.large' THEN 0.051 
WHEN [Instance Type]='a1.xlarge' THEN 0.102 
WHEN [Instance Type]='a1.2xlarge' THEN 0.204 
WHEN [Instance Type]='a1.4xlarge' THEN 0.408 
WHEN [Instance Type]='a1.metal' THEN 0.408 

Instance Cost Billable Hours * Instance Hourly Pricing 
Disk Type The disk type e.g. EBS_gp2, EBS_gp3 etc.. 
Capacity (GiB) The allocated capacity in Gibibytes of the virtual disk 
Disk Pricing Disk cost per month based on the published VMware or hyperscaler rate card.  Example:  

 
WHEN [Type] contains 'VMDK' THEN .1 
WHEN [Type] contains 'gp' THEN .1 
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WHEN [Type] contains 'io' THEN .125 
WHEN [Type] contains 'st1' THEN .045 
WHEN [Type] contains 'sc1' THEN .025 
WHEN [Type] contains 'standard' THEN .05 
WHEN [Type] contains 'snap' THEN .05 
WHEN [Type] contains 'Standard_LRS' THEN .045 
WHEN [Type] contains 'Premium_LRS' THEN .12 

Disk Cost Disk Pricing *  Capacity GiB 
Avg IOPS Measures the average number of I/O service requests (read+write) on the instance during the 

selected time period (measured in I/O per sec) 
Peak IOPS Maximum I/O service requests (read+write) on the instance for the collection period 
Cost of IOPS As published by the Hyperscaler (AWS example): 

 
WHEN DiskType contains 'gp3' AND [Avg IOpS]>3000 THEN (3000-[Avg IOpS])*.05 
WHEN DiskType contains 'io' AND [Avg IOpS]<=32000 THEN [Avg IOpS]*.065 
WHEN DiskType contains 'io' AND [Avg IOpS] BETWEEN 32000 AND 64000 THEN [Avg IOpS]*.046 
WHEN DiskType contains 'io' AND [Avg IOpS] > 64000 THEN [Avg IOpS]*.032 
ELSE [Avg IOpS]*.065 

Total Instance Cost The total cost of the compute instance.  IF([Avg IOpS]>0) THEN ([Cost of IOPS]+[Disk Cost]+[Instance Cost]) ELSE 
([Disk Cost]+[Instance Cost]) 
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Storage and Compute Showback RATE CARD 
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6.15 OnPrem ONTAP Workloads to AWS FSx Costs 
Description: This report 
shows OnPrem 
workloads and cost 
savings associated with 
migration to FSx. 
 
 
Prerequisites: Data 
Infrastructure Insights 
(DII) reporting enabled. 
 

 

 

 

 

 

 

 

 

 

 

Report XML: 6.15 OnPrem ONTAP Workloads to AWS FSx Costs 

https://reporting-ps1325.c01.cloudinsights.netapp.com/bi/?perspective=authoring&id=iF72119BC20504B6C85F9166972F2A07F&objRef=iF72119BC20504B6C85F9166972F2A07F&action=edit&cmPropStr=%7B%22id%22%3A%22iF72119BC20504B6C85F9166972F2A07F%22%2C%22type%22%3A%22report%22%2C%22defaultName%22%3A%226.15%20OnPrem%20ONTAP%20Workloads%20to%20AWS%20FSxN%20Costs%22%2C%22permissions%22%3A%5B%22execute%22%2C%22read%22%2C%22setPolicy%22%2C%22traverse%22%2C%22write%22%5D%7D
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6.15 OnPrem ONTAP Workloads to AWS FSx Costs Definitions 

Metric/Attribute Description 
Array Name of the storage device discovered and monitored by DII 
Vendor Manufacturer of the storage device 
Model Model name of the storage device 
Volume Name of the volume associated with the storage device 
Allocated (GiB) Allocated capacity in Gibibytes for the FSx volume derived from the internal_volume_capacity_fact table 
Deployed Costs Allocated (GiB) * Current OnPrem Cost per GiB/mo 
Total IOPS Measures the total number of I/O service requests (read+write) on the volume during the 

selected time period (measured in I/O per sec) 
Total MBps The Rate at which data is being transmitted in a fixed amount of time in response to I/O service requests (measured 

in MB per sec) 
FSx Cost of IOPS Total IOPS * 0.034 (From the report rate card:  The AWS published cost per IOPS per month) 
FSx Cost of MBps Total MBps * 1.20  
Effective Rate The effective rate is derived from selection Region + Backup Status + Efficiency Status.  Default Allocated capacity 

rate is .042 ( US East N.Virginia, Excluding Backups, and no Efficiency 
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FSx Capacity Cost Allocated (GiB) * Effective Rate 
Total FSx Cost [FSx Cost of IOPS]+[FSx Cost of MBps]+[FSx Capacity Cost] 
FSx Cost Savings WHEN [Deployed Costs] <= ([FSx Cost of IOPS]+[FSx Cost of MBps]+[FSx Capacity Cost]) THEN 0 

ELSE [Deployed Costs]- ([FSx Cost of IOPS]+[FSx Cost of MBps]+[FSx Capacity Cost] ) 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 © 2024 NetApp, Inc. All rights reserved .                                                                  

INTRODUCTION    APPLICATION    ASSETS    CAPACITY    CLOUD    EXECUTIVE   FINANCIAL    INFO TECH   NETAPP DR   PERFORMANCE   VENDOR CENTRIC 

Info Tech Overview  
These are some of the day-to-day and monthly Information  
Technology management tasks that can be addressed by  
leveraging the reports in this catalog. Here are some of the  
objectives met by this section. 
 

❑ NOC Dashboard with Alerts 
❑ Big Virtual Machines – Performance Metrics 
❑ NetApp Node Capacity with Performance Forecast and Trends 
❑ VMware Cluster Performance Capacity Utilization 
❑ VMware Virtual Machine Performance Capacity Utilization 
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7.1 NOC Dashboard with Alerts 
Description: This report 
shows IOPS, Latency and 
Capacity consumption plus 
data reduction ratios.  
Additionally, the user can 
click on USER DETAILS for 
more robust information for 
specific storage devices. 
 
 
Prerequisites: Data 
Infrastructure Insights (DII) 
reporting enabled. 
VIEW DETAILS drill report 
must be configured for each 
customer. 
 

 

 

 

 

 

Report XML: 7.1 NOC Dashboard with Alerts 

Report XML DRILL: 7.2 NOC Dashboard with Alerts DRILL 

https://reporting-ps1325.c01.cloudinsights.netapp.com/bi/?perspective=authoring&id=i46E7CB7498D348C5B851FEF693486EE3&objRef=i46E7CB7498D348C5B851FEF693486EE3&action=edit&cmPropStr=%7B%22id%22%3A%22i46E7CB7498D348C5B851FEF693486EE3%22%2C%22type%22%3A%22report%22%2C%22defaultName%22%3A%227.1%20NOC%20Dashboard%20with%20Alerts%22%2C%22permissions%22%3A%5B%22execute%22%2C%22read%22%2C%22setPolicy%22%2C%22traverse%22%2C%22write%22%5D%7D
https://reporting-ps1325.c01.cloudinsights.netapp.com/bi/?perspective=authoring&id=i23101CA3DE724FC9AFDF4A3FB28F555D&objRef=i23101CA3DE724FC9AFDF4A3FB28F555D&action=edit&cmPropStr=%7B%22id%22%3A%22i23101CA3DE724FC9AFDF4A3FB28F555D%22%2C%22type%22%3A%22report%22%2C%22defaultName%22%3A%227.2%20NOC%20Dashboard%20with%20Alerts%20DRILL%22%2C%22permissions%22%3A%5B%22execute%22%2C%22read%22%2C%22setPolicy%22%2C%22traverse%22%2C%22write%22%5D%7D
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VIEW DETAILS result for selected storage device: 
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7.1 NOC Dashboard with Alerts Definitions 

Metric/Attribute Description 
NOC Dashboard 
Storage Name of the storage device discovered and  monitored by DII 
Model Model name of the storage device 
Active Whether the storage device is active (True or False) 
IOPS/Total IOPS Measures the total number of I/O service requests (read+write) on the volume during the selected time period 

(measured in I/O per sec) 
Latency The time it takes from the moment a request for information arrives at the storage device to the time when the 

storage device begin to send the information back in response. This is the actual latency of the device in 
Milliseconds 

Allocated (GiB) Allocated capacity in Gibibytes from both Block and File based volumes 
Usable  Usable capacity allocated for a storage-pool as reported by the storage-array in Tebibytes (Base 2 units) 
Used Capacity used in a storage-pool as reported by the storage-array in TiB 
Used % Used / Usable 
Free Usable – Used 
Failed Disks The number of failed disks in the storge device.  Derived from the storage_dimension table where status LIKE 

‘%Fail%’ 
Volumes w/Peak latency > 50ms Total number of volumes both Block and File when peak latency > 50 milliseconds over a 14 day period 
Pools over 80% Used Total number of storage pools or aggregates when Used % > 80 
Pools over 100% Provisioned Total number of storage pools or aggregates when subscribed capacity % > 100 
Volumes over 100% Allocated (ESX) Total number of volumes allocated to ESX that are over 100% provisioned 
Volumes with Used Capacity > 90% Total number of volumes with Used % > 90 
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7.3 Big Virtual Machines – Performance Metrics  
Description: This report 
shows performance 
and capacity behaviors 
for a sites largest virtual 
machines. 
 
Prerequisites: Data 
Infrastructure Insights 
(DII) reporting enabled. 
 
 
 
 
 
 
 

 

 

 

 

 

 

 

Report XML: 7.3 Big Virtual Machines - Performance Metrics 

https://reporting-ps1325.c01.cloudinsights.netapp.com/bi/?perspective=authoring&id=iBEF78271BFFF4773A64651A6B93169DE&objRef=iBEF78271BFFF4773A64651A6B93169DE&action=edit&cmPropStr=%7B%22id%22%3A%22iBEF78271BFFF4773A64651A6B93169DE%22%2C%22type%22%3A%22report%22%2C%22defaultName%22%3A%227.3%20Big%20Virtual%20Machines%20-%20Performance%20Metrics%22%2C%22permissions%22%3A%5B%22execute%22%2C%22read%22%2C%22setPolicy%22%2C%22traverse%22%2C%22write%22%5D%7D
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7.3 Big Virtual Machines – Performance Metrics Definitions 

Metric/Attribute Description 
Application DII configured annotation.  Defines the application associated with the virtual machine or backend storage capacity 
What is a BIG VM? These are virtual machines with a largest number of processors in the environment 
VM / VM Guest Name of the virtual machine discovered and monitored by DII 
VM Count Total number of virtual machines discovered 
Big VMs Avg CPU% The average percentage of a physical CPU's processing power that is currently being used by that virtual instance, 

essentially measuring how much of the allocated CPU resources are actively being consumed 
Big VMs Avg RAM% The average percentage of the allocated RAM that is currently being used by the virtual machine 
Big VMs Avg IOPS Measures the total number of I/O service requests (read+write) on the virtual instance during the selected time 

period (measured in I/O per sec) 
Big VMs Avg Latency The time it takes from the moment a request for information arrives at the instance to the time when the instance 

begins to send the information back in response. This is the actual latency of the device in milliseconds 
vCPU Total number of processors allocated to a virtual instance 
vRAM Total amount of  Memory in Gibibytes allocated to a virtual instance 
Provisioned (GiB) Amount of capacity in Gibibytes allocated to the virtual instance 
Date Full Date field derived from the DateDimension table in the DWH 
Time Hourdatetime field derived from the Time Dimension table in the DWH 
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7.4 NetApp Node Capacity with Performance Forecast and Trends  
Description: This report 
shows capcity and 
performance growth 
and projections for 
NetApp FAS and AFF 
nodes.  You can select 
individual nodes after 
run-time for specific 
details. 
 
 
Prerequisites: Data 
Infrastructure Insights 
(DII) reporting enabled.  
NetApp FAS and AFF 
storage devices 
discovered by DII. 
 

 

 

 

 

 

 

Report XML: 7.4 NetApp Node Capacity and Performance Forecast and Trends 

https://reporting-ps1325.c01.cloudinsights.netapp.com/bi/?perspective=authoring&id=i0C8F21E428A44BE1B534F46589CE9846&objRef=i0C8F21E428A44BE1B534F46589CE9846&action=edit&cmPropStr=%7B%22id%22%3A%22i0C8F21E428A44BE1B534F46589CE9846%22%2C%22type%22%3A%22report%22%2C%22defaultName%22%3A%227.4%20NetApp%20Node%20Capacity%20with%20Performance%20Forecast%20and%20Trends%22%2C%22permissions%22%3A%5B%22execute%22%2C%22read%22%2C%22setPolicy%22%2C%22traverse%22%2C%22write%22%5D%7D
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Selecting a specific node shows the following result: 
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7.4 NetApp Node Capacity with Performance Forecast and Trends Definitions 

Metric/Attribute Description 
All Nodes 
Node Name of the node that is associated with the CDOT cluster discovered and monitored by DII 
Model Model name of the node 
Latency (ms) The average (frontend) response time in milliseconds (read+write) as reported by the NetApp node for the current 

DII collection period (180 Days) 
Current IOPS The maximum of average (frontend) IOpS as reported by the NetApp node for the current DII collection period  
Current Peak IOPS The max of max IOPS as reported by the NetApp node 
TotalIOBudget A model specific value published by NetApp.  The IOBudget shows the theoretical IO limit e.g. 50% of max IOPS per 

node.  For example, an AFF 8080 node will support 74,906 IOs. 
Perf Capacity Used ([Current IOpS] / [TotalIOBudget]) * 100 

 
Action Required Recommended action to take when KPI criteria has been exceeded 

 
Current MBps The maximum of average (frontend) Throughput in Megabytes per second as reported by the NetApp node for the 

current DII collection period 
Current Peak MBps The max of max (frontend) Throughput in Megabytes per second 
Utilization The average (frontend) CPU utilization in % as reported by the NetApp node for the current OCI collection period.    

NetApp Node CPU Utilization is a combination of CPU core + WAFL_Ex (parallel WAFL processing) + Kahuna (serial 
WAFL processing) 

 
Failover Capable Indicates whether or not the NetApp node is failover capable.  HAPairPeakIOPS = The sum total IOPS of the Node 

pair.  HAPairCPUPercent = The sum total CPU Utilization % of the Node pair. 

 
Total Capacity (GiB) Usable capacity allocated for a storage-pool as reported by the storage-array in Gibibytes (Base 2 units) 
Used Capacity (GiB) Capacity used in a storage-pool as reported by the storage-array in Gibibytes 
Free Capacity (GiB) Total Capacity (GiB) - Used Capacity (GiB) 
CPU Daily Growth Rate The CPU % Daily Simple Growth Rate 

(AVG(Current CPUpercent) - AVG(180 Days Ago - CPUpercent)) / TIMESTAMPDIFF(DAY, 180 Days Ago -  Date, Current 
Date) 
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Days to 50% Utilization This is the number of days until Node CPU Utilization reaches 50% 

 
Days to 80% Utilization This is the number of days until Node CPU Utilization reaches 80% 

 
Days to 100% Utilization This is the number of days until Node CPU Utilization reaches 100% 

 
Usable (TiB) Usable capacity allocated for a storage-pool as reported by the storage-array in Tebibytes (Base 2 units) 
Used (TiB) Capacity used in a storage-pool as reported by the storage-array in Tebibytes 
Forecast Usable (TiB) Usable Capacity in Tebibytes for the future 12 month period. This field is the basis for the intercept as a result of 

linear regression and projected used capacity. The field is contained in the Storage and Storage Pools Capacity 
FUTURE Fact table 

Forecast Used (TiB) Forecast Used Capacity in Tebibytes for the future 12 month period 
Used in 12 Months This is the amount of capacity that will be used 12 months into the future 

IF([MaxDate]=[Full Date]) THEN ([Forecast Used (TiB)]) ELSE (0) 
Monthly Growth Rate This is the simple monthly growth rate of used capacity 

([Used (TiB) in 12 Months]-[Current for Report])/12 
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Avg Node Utilization Average Node CPU Utilization shows the percentage of time that one or more CPUs were busy. In DII, this is based 
on the higher of CPU, WAFL_EX and Kahuna Processor Domain metrics. Details are as follows: 
• System – avg_processor_busy, cpu_elapsed_time1 
• WAFL – total_cp_msecs, cp_phase_times.P2_FLUSH 
• Processor – domain_busy, processor_elapsed_time 
 
Overall node utilization then is displayed as the higher of the 3 (system, WAFL or processor domains) which all 
indicate a controller’s ability (utilization) to process read/write requests 

Peak Node Utilization Max of max CPU Utilization as reported by the storage node for the collection period 
Node CPU % Same as Avg Node Utilization 
Head Room % Head Room refers to the remaining performance capacity of a storage node, essentially indicating how much 

additional workload can be placed on a node before its performance starts to degrade due to increased latency.   
 
Head Room formula in reporting: 100 – ((Avg Node Utilization/100 + Avg Throughput MBps) * 100) 
 
NOTE:  Head room is derived from the Optimal Point calculation which is not currently available in the Data 
Warehouse.  

Date Full Date field available in the DWH Date Dimension table 
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7.5 VMware Cluster Performance Capacity Utilization  
Description: This report 
shows capcity and 
performance growth and 
projections for VMware 
ESX servers.  You can 
select individual nodes 
after run-time for 
specific details. 
 
 
Prerequisites: Data 
Infrastructure Insights 
(DII) reporting enabled.  
NetApp FAS and AFF 
storage devices 
discovered by DII. 
 

  

 

 

 

 

 

Report XML: 7.5 VMware Cluster Performance Capacity Utilization 

https://reporting-ps1325.c01.cloudinsights.netapp.com/bi/?perspective=authoring&id=i55A7DDF507E74D3CA484C6ED8A300BB7&closeWindowOnLastView=true&objRef=i55A7DDF507E74D3CA484C6ED8A300BB7&action=edit&cmPropStr=%7B%22id%22%3A%22i55A7DDF507E74D3CA484C6ED8A300BB7%22%2C%22type%22%3A%22report%22%2C%22defaultName%22%3A%227.5%20VMware%20Cluster%20Performance%20Capacity%20Utilization%22%2C%22permissions%22%3A%5B%22execute%22%2C%22read%22%2C%22setPolicy%22%2C%22traverse%22%2C%22write%22%5D%7D
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7.5 VMware Cluster Performance Capacity Utilization  Definitions 

Metric/Attribute Description 
Summary 
Virtual Machine Count • Testing 561 Servers is the number of Virtual Machines discovered by DII via the Virtual Center Client API 

• 144 Windows is the number of VM’s that are using Windows operating systems 
• 400 Linux is the number of VM’s that are using Linux based operating systems 
• 8 Other is the number of VM’s that are using proprietary operating systems like VMware Photon or Amazon 

AMI types 
Performance Highlights • CPU 39.56% is the average CPU utilization for all Virtual Machines 

• Peak CPU %, Average RAM %, Peak RAM %, Average IOPS and Peak IOPS values are also shown in subtext  
Virtual Storage Summary • 689 Tebibytes of Allocated Capacity to Datastores  

• 211 Datastores monitored by DII 
• 235 Tebibytes of Used Capacity by all Virtual Machines (34%) 
• 450 Tebibytes of Provisioned Capacity to all Virtual Machines (66%) 

vCPU Count • 2000 (2K) Virtual Processors (vCPUs) allocated to Virtual Machines 
• 4.13:1 Subscribed.  Indicates that the ESX servers collectively are over-subscribed by 413% 
• 14.10% Average CPU Utilization for all ESX servers 
• 20 VMs > 70% Util - indicates the number of VM’s that are peaking over 70% CPU utilization  

vMemory Count • 9 Terabytes of memory are allocated to Virtual Machines 
• 0.56:1 Subscribed.  Indicates that the ESX servers collectively are under-subscribed at 56% 
• 19.07% Average Memory Utilization for all ESX servers 
• 7 VMs > 70% Util - indicates the number of VM’s that are peaking over 70% Memory utilization  

Reclaimable Assets • 166 Reclaimable Assets refers to the number of Virtual Machines that are powered-off or idle 
• 333 Virtual Machines that are currently running 
• 136 Virtual Machines that are currently powered-down 
• 30 Virtual Machines that are idle (zero IOPS for 90 days)  

  
Charts 
Average CPU Utilization % Average hourly vCPU Utilization as reported by the ESX hypervisor for 14 days 
Peak CPU Utilization % Maximum vCPU Utilization as reported by the ESX hypervisor for 14 days 
Average Memory Utilization % Average hourly vRAM Utilization as reported by the ESX hypervisor for 14 days 
Peak Memory Utilization % Maximum vRAM Utilization as reported by the ESX hypervisor for 14 days 
14/180 Day Growth The difference between the Current Avg CPU – 180 Days Ago Avg CPU  
14/180 Day Projection WHEN [CPU Growth %] < 0 THEN average([Current Average CPU] for report) - ([CPU Growth %]*-1) 

WHEN [CPU Growth %] > 0 THEN average([Current Average CPU] for report) + ([CPU Growth %]*-1) 
ELSE average([Current Average CPU] for report) 
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Date Full Date field derived from the DateDimension table in the DWH 
Time Hourdatetime field derived from the Time Dimension table in the DWH 
Cluster Detail 
ESX Memory GiB Total amount of Memory in Gibibytes allocated to the selected ESX hypervisor 
ESX CPU Count Total number of CPUs allocated to the selected ESX hypervisor 
Allocated CPU Count Total number of vCPUs allocated to virtual machines 
Allocated Memory GiB Total amount of vRAM allocated to virtual machines 
Memory Subscription % The amount Allocated Memory in Gibibytes / ESX Memory in Gibibytes 
CPU Subscription % The number of Allocated CPUs / ESX CPU Count 
VM Count Total number of virtual machines discovered by DII 
Reclaimable Instances Total number of powered down or idle virtual instances 
Running Total number of running virtual instances 
Powered Down Total number of powered down virtual instances 
Idle Instances Total number of Idle virtual instances with zero IOPS for 90 days 
Capacity in Datastores Total amount of capacity in Gibibytes allocated to the datastore 
Provisioned Total amount of capacity in Gibibytes provisioned to virtual instances 
Used  Total amount of used capacity in Gibibytes as reported by the datastore 
Used % Used / Capacity in Datastores 
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7.6 VMware Virtual Machine Performance Capacity Utilization  
Description: This 
report shows 
capcity and 
performance 
growth and 
projections for 
VMware and 
Cloud based 
instances.  You 
can select 
individual nodes 
after run-time for 
specific details. 
 
 
Prerequisites: 
Data 
Infrastructure 
Insights (DII) 
reporting 
enabled.  NetApp 
FAS and AFF 
storage devices 
discovered by DII. 
 

  

Report XML: 7.4 NetApp Node Capacity and Performance Forecast and Trends 

https://reporting-ps1325.c01.cloudinsights.netapp.com/bi/?perspective=authoring&id=i0C8F21E428A44BE1B534F46589CE9846&objRef=i0C8F21E428A44BE1B534F46589CE9846&action=edit&cmPropStr=%7B%22id%22%3A%22i0C8F21E428A44BE1B534F46589CE9846%22%2C%22type%22%3A%22report%22%2C%22defaultName%22%3A%227.4%20NetApp%20Node%20Capacity%20with%20Performance%20Forecast%20and%20Trends%22%2C%22permissions%22%3A%5B%22execute%22%2C%22read%22%2C%22setPolicy%22%2C%22traverse%22%2C%22write%22%5D%7D
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7.6 VMware Virtual Machine Performance Capacity Utilization  Definitions 

Metric/Attribute Description 
Summary 
Virtual Machine Count • Testing 561 Servers is the number of Virtual Machines discovered by DII via the Virtual Center Client API 

• 144 Windows is the number of VM’s that are using Windows operating systems 
• 400 Linux is the number of VM’s that are using Linux based operating systems 
• 8 Other is the number of VM’s that are using proprietary operating systems like VMware Photon or Amazon 

AMI types 
Performance Highlights • CPU 39.56% is the average CPU utilization for all Virtual Machines 

• Peak CPU %, Average RAM %, Peak RAM %, Average IOPS and Peak IOPS values are also shown in subtext  
Virtual Storage Summary • 689 Tebibytes of Allocated Capacity to Datastores  

• 211 Datastores monitored by DII 
• 235 Tebibytes of Used Capacity by all Virtual Machines (34%) 
• 450 Tebibytes of Provisioned Capacity to all Virtual Machines (66%) 

vCPU Count • 2000 (2K) Virtual Processors (vCPUs) allocated to Virtual Machines 
• 4.13:1 Subscribed.  Indicates that the ESX servers collectively are over-subscribed by 413% 
• 14.10% Average CPU Utilization for all ESX servers 
• 20 VMs > 70% Util - indicates the number of VM’s that are peaking over 70% CPU utilization  

vMemory Count • 9 Terabytes of memory are allocated to Virtual Machines 
• 0.56:1 Subscribed.  Indicates that the ESX servers collectively are under-subscribed at 56% 
• 19.07% Average Memory Utilization for all ESX servers 
• 7 VMs > 70% Util - indicates the number of VM’s that are peaking over 70% Memory utilization  

Reclaimable Assets • 166 Reclaimable Assets refers to the number of Virtual Machines that are powered-off or idle 
• 333 Virtual Machines that are currently running 
• 136 Virtual Machines that are currently powered-down 
• 30 Virtual Machines that are idle (zero IOPS for 90 days)  

  
Charts 
Average CPU Utilization % Average hourly vCPU Utilization as reported by the ESX hypervisor for 14 days 
Peak CPU Utilization % Maximum vCPU Utilization as reported by the ESX hypervisor for 14 days 
Average Memory Utilization % Average hourly vRAM Utilization as reported by the ESX hypervisor for 14 days 
Peak Memory Utilization % Maximum vRAM Utilization as reported by the ESX hypervisor for 14 days 
14/180 Day Growth The difference between the Current Avg CPU – 180 Days Ago Avg CPU  
14/180 Day Projection WHEN [CPU Growth %] < 0 THEN average([Current Average CPU] for report) - ([CPU Growth %]*-1) 

WHEN [CPU Growth %] > 0 THEN average([Current Average CPU] for report) + ([CPU Growth %]*-1) 
ELSE average([Current Average CPU] for report) 
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Date Full Date field derived from the DateDimension table in the DWH 
Time Hourdatetime field derived from the Time Dimension table in the DWH 
Cluster Detail 
ESX Memory GiB Total amount of Memory in Gibibytes allocated to the selected ESX hypervisor 
ESX CPU Count Total number of CPUs allocated to the selected ESX hypervisor 
Allocated CPU Count Total number of vCPUs allocated to virtual machines 
Allocated Memory GiB Total amount of vRAM in Gibibytes allocated to virtual machines 
Memory Subscription % The amount Allocated Memory in Gibibytes / ESX Memory in Gibibytes 
CPU Subscription % The number of Allocated CPUs / ESX CPU Count 
VM Count Total number of virtual machines discovered by DII 
Reclaimable Instances Total number of powered down or idle virtual instances 
Running Total number of running virtual instances 
Powered Down Total number of powered down virtual instances 
Idle Instances Total number of Idle virtual instances with zero IOPS for 90 days 
Capacity in Datastores Total amount of capacity in Gibibytes allocated to the datastore 
Provisioned Total amount of capacity in Gibibytes provisioned to virtual instances 
Used  Total amount of used capacity in Gibibytes as reported by the datastore 
Used % Used / Capacity in Datastores 
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NetApp and Multi-Vendor DR Overview  
These are some of the disaster recovery and data protection management tasks that can be addressed by leveraging the 
reports in this catalog. Here are some of the objectives met by this section: 
 

❑ NetApp Snapshot Capacity with History 
❑ NetApp Snapshot Capacity 
❑ Multi-Vendor Storage Replication Detail – SAN and NAS 
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9.1 NetApp Snapshot Capacity with History 
Description: This 
report shows 
disaster recovery 
capacity and 
changes for all 
NetApp specific DR 
relationship types 
by source and target 
volumes.  
 
 
Prerequisites: Data 
Infrastructure 
Insights (DII) 
reporting enabled. 
 

 

 

 

 

 

 

 

Report XML: 9.1 NetApp Snapshot Capacity with History 

https://reporting-ps1325.c01.cloudinsights.netapp.com/bi/?perspective=authoring&id=iF93A0A8E63F64474AEDEB2EA6676DC7C&closeWindowOnLastView=true&objRef=iF93A0A8E63F64474AEDEB2EA6676DC7C&action=edit&cmPropStr=%7B%22id%22%3A%22iF93A0A8E63F64474AEDEB2EA6676DC7C%22%2C%22type%22%3A%22report%22%2C%22defaultName%22%3A%229.1%20NetApp%20Snapshot%20Capacity%20with%20History%22%2C%22permissions%22%3A%5B%22execute%22%2C%22read%22%2C%22setPolicy%22%2C%22traverse%22%2C%22write%22%5D%7D
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9.1 NetApp Snapshot Capacity with History Definitions 

Metric/Attribute Description 
Total DR Relationships Sum of internal volumes with SnapMirror, FlexClone, SnapVault or LoadShareMirror relationship 
Total SnapMirror Relationships Sum of internal volumes with SnapMirror relationship 
Total SnapVault Relationships Sum of internal volumes with SnapVault relationship 
Total FlexClone Relationships Sum of internal volumes with FlexClone relationship 
Total Load Sharing Relationships Sum of internal volumes with LoadShareMirror relationship 
Allocated Capacity Allocated capacity on DR related internal volume in Gibibytes (Base 2 units)  
Used Capacity Used capacity on DR related internal volume in Gibibytes 
VServer The name of the NetApp storage virtual machine associated with the storage device 
Storage The name of the NetApp storage device discovered and monitored by DII 
Source Volume The name of the source volume associated with the NetApp storage device in a DR relationship 
Target Volume The name of the target volume associated with the NetApp storage device in a DR relationship 
Storage Type The DR storage type e.g. SnapMirror, FlexClone, SnapVault or LoadShare 
Allocated (GiB) Same as Allocated Capacity 
Used (GiB) Same as Used Capacity 
% Used Used (GiB) / Allocated (GiB) 
7 DAY Used (GiB) DR related capacity used in Gibibytes from 7 days ago for the internal volume 
7 Diff +/- The difference between current used capacity and 7 day used capacity - 7 DAY Used(GiB) - Used (GiB) 
7 Day % 7 DAY Used(GiB) / Allocated (GiB) 
14 DAY Used (GiB) DR related capacity used in Gibibytes from 14 days ago for the internal volume 
14 Diff +/- The difference between current used capacity and 14 day used capacity - 14 DAY Used(GiB) - Used (GiB) 
14 Day % 14 DAY Used(GiB) / Allocated (GiB) 
30 DAY Used (GiB) DR related capacity used in Gibibytes from 30 days ago for the internal volume 
30 Diff +/- The difference between current used capacity and 30 day used capacity - 30 DAY Used(GiB) - Used (GiB) 
30 Day % 30 DAY Used(GiB) / Allocated (GiB) 
30 Day Change Rate The rate of change in Used Capacity % over 30 days.  ([30 Day %]-[% Used])*100 
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9.2 NetApp Snapshot Capacity  
Description: This 
report shows NetApp 
DR capacity 
relationships and 
allocated capacity.  
Top workloads are 
emphasized. 
 
 
Prerequisites: Data 
Infrastructure 
Insights (DII) 
reporting enabled. 
 

 

 

 

 

 

 

 

 

Report XML: 9.2 NetApp Snapshot Capacity 

https://reporting-ps1325.c01.cloudinsights.netapp.com/bi/?perspective=authoring&id=i167A41538BEC49D6B4AD50EA33B3F259&closeWindowOnLastView=true&objRef=i167A41538BEC49D6B4AD50EA33B3F259&action=edit&cmPropStr=%7B%22id%22%3A%22i167A41538BEC49D6B4AD50EA33B3F259%22%2C%22type%22%3A%22report%22%2C%22defaultName%22%3A%229.2%20NetApp%20Snapshot%20Capacity%22%2C%22permissions%22%3A%5B%22execute%22%2C%22read%22%2C%22setPolicy%22%2C%22traverse%22%2C%22write%22%5D%7D
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9.2 NetApp Snapshot Capacity Definitions 

Metric/Attribute Description 
VServer The name of the NetApp storage virtual machine associated with the storage device 
Storage Type The DR storage type e.g. SnapMirror, FlexClone, SnapVault or LoadShare 
Storage The name of the NetApp storage device discovered and monitored by DII 
Source Volume The name of the source volume associated with the NetApp storage device in a DR relationship 
Target Volume The name of the target volume associated with the NetApp storage device in a DR relationship 
Allocated (TiB) Allocated capacity on DR related internal volume in Tebibytes (Base 2 units)  
Allocated (GiB) Allocated capacity on DR related internal volume in Gibibytes (Base 2 units)  
Used (GiB) Used capacity on DR related internal volume in Gibibytes 
% Used Used (GiB) / Allocated (GiB) 

 % Used >.90 
 % Used Between .70 and .90 

Total DR Relationships Sum of internal volumes with SnapMirror, FlexClone, SnapVault or LoadShareMirror relationship 
Total SnapVault Capacity Sum of internal volumes with SnapMirror relationship 
Total SnapMirror Capacity Sum of internal volumes with SnapVault relationship 
Total LoadShare Capacity Sum of internal volumes with FlexClone relationship 
Total FlexClone Capacity Sum of internal volumes with LoadShareMirror relationship 
Used Capacity Same as Used (GiB) 
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9.3 Storage Replication Detail – SAN and NAS 
Description: This 
report shows multi-
vendor disaster 
recovery relationships 
at the volume level.  
Both source and 
target devices are 
visible.  The example 
on the left is for 
NetApp SnapMirror. 
 
 
Prerequisites: Data 
Infrastructure Insights 
(DII) reporting 
enabled. 
 

 

 

 

 

Report XML: 9.3 Storage Replication Detail - SAN and NAS 

 

9.3 Storage Replication Detail – SAN and NAS Definitions 

https://reporting-ps1325.c01.cloudinsights.netapp.com/bi/?perspective=authoring&id=i31053C1B8FA841208BB321030C3445D3&closeWindowOnLastView=true&objRef=i31053C1B8FA841208BB321030C3445D3&action=edit&cmPropStr=%7B%22id%22%3A%22i31053C1B8FA841208BB321030C3445D3%22%2C%22type%22%3A%22report%22%2C%22defaultName%22%3A%229.3%20Storage%20Replication%20Detail%20-%20SAN%20and%20NAS%22%2C%22permissions%22%3A%5B%22execute%22%2C%22read%22%2C%22setPolicy%22%2C%22traverse%22%2C%22write%22%5D%7D


 © 2024 NetApp, Inc. All rights reserved .                                                                  

Metric/Attribute Description 
Source Data Center DII configured annotation.  Defines the location of the source device 
Source Array The name of the source storage device in a DR relationship discovered and monitored by DII 
Source Node The name of the source storage node in a DR relationship discovered and monitored by DII 
Source Model The model name of the source storage device 
Source Manufacturer The manufacturer of the source storage device 
Source SVM The name of the NetApp storage virtual machine associated with the source storage device 
Source Volume The name of the source volume associated with the storage device in a DR relationship 
Source CapacityGiB Allocated capacity on DR related source volume in Gibibytes (Base 2 units)  
Type The type of storage e.g. SAN or NAS 
  
Target Data Center DII configured annotation.  Defines the location of the target device 
Target Array The name of the target storage device in a DR relationship discovered and monitored by DII 
Target Node The name of the target storage node in a DR relationship discovered and monitored by DII 
Target Model The model name of the target storage device 
Target Manufacturer The manufacturer of the target storage device 
Target SVM The name of the NetApp storage virtual machine associated with the target storage device 
Target Volume The name of the target volume associated with the storage device in a DR relationship 
Target CapacityGiB Allocated capacity on DR related target volume in Gibibytes (Base 2 units)  
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Performance Overview  
These are some of the day-to-day performance management tasks that can be addressed by leveraging the reports in this 
catalog. Here are some of the objectives met by this section. 

 
❑ NetApp Orphaned by Performance with Cost Savings 
❑ Storage at Rest 
❑ All Node Performance Inventory 
❑ NetApp Workload Re-Balance Dashboard 
❑ Storage Health 
❑ NetApp Node Head Room 
❑ VM Remediation 
❑ SAN Switch – Slow Drain Analysis 
❑ Performance by Array 
❑ Capacity, Performance and Costs – Virtual Machines 
❑ NetApp Node Performance with SLA-SLO Thresholds 
❑ Service Path Performance – Resource Correlation 
❑ K8s Infrastructure Capacity and Performance – 
Advanced Metrics 
❑ K8s Overview 
❑ Workloads with Zero IOPS 
❑ Host Environment Live Optics Report 
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10.1 NetApp Orphaned by Performance with Costs 
 
Description: This report 
shows orphaned 
capacity by 
performance for 
NetApp specific storage 
devices.  Unrealized 
cost savings is included 
for workloads that meet 
orphaned criteria. 
 
 
Prerequisites: Data 
Infrastructure Insights 
(DII) reporting enabled. 
 

 

 

 

 

 

 

 

Report XML: 10.1 NetApp Capacity Orphaned by Performance with Cost Savings 

https://reporting-ps1325.c01.cloudinsights.netapp.com/bi/?perspective=authoring&id=i7814DCF2BCE6442C95296118B6141CCD&closeWindowOnLastView=true&objRef=i7814DCF2BCE6442C95296118B6141CCD&action=edit&cmPropStr=%7B%22id%22%3A%22i7814DCF2BCE6442C95296118B6141CCD%22%2C%22type%22%3A%22report%22%2C%22defaultName%22%3A%2210.1%20NetApp%20Orphaned%20by%20Performance%20with%20Cost%20Savings%22%2C%22permissions%22%3A%5B%22execute%22%2C%22read%22%2C%22setPolicy%22%2C%22traverse%22%2C%22write%22%5D%7D
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10.1 NetApp Orphaned by Performance with Costs Definitions 

Metric/Attribute Description 
Data Center DII configured annotation. Defines the location of the device 
Tier DII configured annotation. Defines tiers of storage based on disk type, disk speed, etc. 
Cost per GiB DII configured annotation. Defines cost of each storage tier per Gibibyte 
Cluster / Array Name of the CDOT cluster discovered and monitored by DII 
Model Model name associated with the CDOT cluster 
Aggregate Name of the aggregate associated with the CDOT cluster 
Volume Name of the volume associated with the aggregate 
Type The custom volume type e.g. Over-provisioned, Large Volume 
Provisioned (GiB) / Orphaned (GiB) Total allocated capacity in Gibibytes that is orphaned e.g. with totalIOPSmax < 5 
Used (GiB) Used capacity on DR related internal volume in Gibibytes 
Unrealized Cost Savings Provisioned (GiB) * Cost per GiB 
Capacity Range WHEN orphanedGiB BETWEEN 10 AND 50 THEN '10-50GiB' 

WHEN orphanedGiB BETWEEN 50 AND 100 THEN '50-100GiB 
WHEN orphanedGiB BETWEEN 100 AND 250 THEN '100-250GiB' 
WHEN orphanedGiB BETWEEN 250 AND 500 THEN '250-500GiB' 
ELSE '500+ GiB' 

 

 

 

 

 

 

 

 

 

 

 



 © 2024 NetApp, Inc. All rights reserved .                                                                  

INTRODUCTION    APPLICATION    ASSETS    CAPACITY    CLOUD    EXECUTIVE   FINANCIAL    INFO TECH   NETAPP DR   PERFORMANCE   VENDOR CENTRIC 

10.2 Storage at Rest 
Description: This report 
shows SAN Volume, 
NetApp Volume, and 
VMs at rest. Top N VMs, 
VMs powered off, 
Storage Arrays at Rest 
Capacity and Top N 
SAN/NAS volumes at 
rest. ‘At Rest’ is defined 
as devices with 0 IOpS 
 
Prerequisites: Data 
Infrastructure Insights 
(DII) reporting enabled. 
 

 

 

 

 

 

 

 

 

Report XML: 10.2 Storage at Rest 

https://reporting-ps1325.c01.cloudinsights.netapp.com/bi/?perspective=authoring&id=iB72E59F15DC04178BA1C970F902E5A95&closeWindowOnLastView=true&objRef=iB72E59F15DC04178BA1C970F902E5A95&action=edit&cmPropStr=%7B%22id%22%3A%22iB72E59F15DC04178BA1C970F902E5A95%22%2C%22type%22%3A%22report%22%2C%22defaultName%22%3A%2210.2%20Storage%20at%20Rest%22%2C%22permissions%22%3A%5B%22execute%22%2C%22read%22%2C%22setPolicy%22%2C%22traverse%22%2C%22write%22%5D%7D
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10.2 Storage at Rest Definitions 

Metric/Attribute Description 
Storage Name Name of the storage device discovered and monitored by DII 
Pool Name Name of the storage pool or aggregate associated with the storage device 
Volume / Volume Name Name of the volume associated with the storage pool or aggregate 
ESX Host Name of the ESX host or hypervisor discovered and monitored by DII 
VM Guest Name of the virtual machine or VM Guest associated with the hypervisor 
Reclaimable Capacity At Rest Allocated Capacity in TiB as reported by each SAN Volume and/or Internal Volume (Flexvol) as contained the 

dwh_inventory.volume table or dwh_inventory.internal_volume table. This capacity metric is combined with 
associated performance tables where Total IOpS = 0 for a 90-day period 

Capacity (GiB) Usable Capacity in TB as reported by the storage pool and contained in the dwh_inventory.storage_pool table. This 
capacity metric is combined with associated performance tables where Total IOpS = 0 for a 90-day period 

Total Allocated (TiB) Allocated capacity on the block or file based  volume in Tebibytes (Base 2 units)  
Total Allocated (GiB) Same as above only in Gibibytes 
Avg Cost per GiB As selected from the prompt at the top right of the report, Avg Cost per GiB is an estimate for all storage resources.  

Currently the default is .11 cents.  You can add a more accurate cost per GiB using tier annotations or rate cards.  
Please discuss this with your sales representative. 

Unrealized Cost Savings Total Allocated (GiB) * Avg Cost per GiB 
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10.3 All Node Performance Inventory 
 
Description: This 
report shows 
performance 
capacity for 
NetApp nodes.  
Areas of focus are 
Perf Capacity 
Used, Action 
Required and 
Failover 
Capability. 
 
 
Prerequisites: 
Data 
Infrastructure 
Insights (DII) 
reporting enabled. 
 

 

 

 

Report XML: 10.3 All Node Performance Inventory 

 

https://reporting-ps1325.c01.cloudinsights.netapp.com/bi/?perspective=authoring&id=i49BB9032EC744F9587F542CCC942CD9A&closeWindowOnLastView=true&objRef=i49BB9032EC744F9587F542CCC942CD9A&action=edit&cmPropStr=%7B%22id%22%3A%22i49BB9032EC744F9587F542CCC942CD9A%22%2C%22type%22%3A%22report%22%2C%22defaultName%22%3A%2210.3%20All%20Node%20Performance%20Inventory%22%2C%22permissions%22%3A%5B%22execute%22%2C%22read%22%2C%22setPolicy%22%2C%22traverse%22%2C%22write%22%5D%7D
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10.3 All Node Performance Inventory Definitions 

Metric/Attribute            Description 
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Metric/Attribute           Description 
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Metric/Attribute          Description 
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10.4 NetApp Workload Re-Balance Dashboard 
Description: This report 
shows NetApp node 
performance metrics 
that identify nodes with 
limited IOPS headroom. 
 
Prerequisites: Data 
Infrastructure Insights 
(DII) reporting enabled. 
 
Note: This report does 
not use Optimal point 
to calculate headroom 
because the metric is 
not available in the Data 
Warehouse. 
 
 
 
 
 
 
 
 
 

Report XML: 10.4 NetApp Workload Re-Balance Dashboard 

 

https://reporting-ps1325.c01.cloudinsights.netapp.com/bi/?perspective=authoring&id=i6C91116CFF7240A48134980A906560D5&closeWindowOnLastView=true&objRef=i6C91116CFF7240A48134980A906560D5&action=edit&cmPropStr=%7B%22id%22%3A%22i6C91116CFF7240A48134980A906560D5%22%2C%22type%22%3A%22report%22%2C%22defaultName%22%3A%2210.4%20NetApp%20Workload%20Re-Balance%20Dashboard%22%2C%22permissions%22%3A%5B%22execute%22%2C%22read%22%2C%22setPolicy%22%2C%22traverse%22%2C%22write%22%5D%7D
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10.4 NetApp Workload Re-Balance Dashboard Definitions 

Metric/Attribute Description 
Node Name Name of the storage node discovered and monitored by DII 
Platform Model name of the storage node 
Average IOPS Measures the average number of I/O service requests (read+write) on the node for 14 days hourly data collection 

(measured in I/O per sec).  Consists of front-end protocol IOpS (NFS, CIFS, FC, iSCSI) for NetApp nodes 
Peak IOPS Maximum of I/O service requests on the node for 14 days hourly.  Consists of front-end protocol Peak IOpS (NFS, 

CIFS, FC, iSCSI) for NetApp nodes 
Latency (ms) The time it takes from the moment a request for information arrives at the storage device to the time when the 

storage device begin to send the information back in response. This is the actual latency of the device in 
milliseconds over 14 days hourly.  Consists of front-end protocol total response time (read+write) for NetApp nodes 

Allocated Capacity (TiB) Total allocated capacity in Tebibytes as reported by the storage pool or aggregate 
Used Capacity (TiB) Total used capacity in Tebibytes as reported by the storage pool or aggregate 
Used % Used Capacity (TiB) / Allocated Capacity (TiB) 
IO Budget IO Budget is derived from either the underlying disk infrastructure that supports the storage device or from the 

storage model type.  Formula: (Disk Type + Disk Speed = supported IOpS divided by Block Size). IO Budget per node 
is 50% of max IOPS of that node to allow non-disruptive failover.   
 
WHEN [Model] contains 'A700' AND [Model] contains '8080' THEN (235483+74906)/2 
WHEN [Model] contains 'A200' THEN 30075/2 
WHEN [Model] contains 'A220' THEN 71476/2 
WHEN [Model] contains 'A300' THEN 116776/2 
WHEN [Model] contains 'A320' THEN 92635/2 
WHEN [Model] contains 'A700' THEN 235483/2 
WHEN [Model] contains 'A700s' THEN 235483/2 
WHEN [Model] contains 'A800' THEN 240853/2 
WHEN [Model] contains 'AFF8040' THEN 26595/2 
WHEN [Model] contains 'AFF8080' THEN 74906/2 
WHEN [Model] contains 'FAS8040' THEN 26595/2 
WHEN [Model] contains 'FAS8080' THEN 74906/2 
WHEN [Model] contains 'FAS2720' THEN 55190/2 
WHEN [Model] contains 'FAS8020' THEN 20000/2 
WHEN [Model] contains 'FAS8060' THEN 33000/2 
WHEN [Model] contains 'FAS8200' THEN 129891/2 
WHEN [Model] contains 'FAS9000' THEN 195629/2 
WHEN [Model] contains 'CDv' THEN 100000 
ELSE 58388/2 

 
Avg Headroom (IOPS) IOBudget - Average IOPS 
Avg Head Room Remaining % Avg Headroom (IOPS) / IOBudget 
Peak CPU Utilization Maximum Node CPU Utilization shows the percentage of time that one or more CPUs were busy. In DII, this is based 

on the higher of CPU, WAFL_EX and Kahuna Processor Domain metrics. Details are as follows: 
• System – avg_processor_busy, cpu_elapsed_time1 
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• WAFL – total_cp_msecs, cp_phase_times.P2_FLUSH 
• Processor – domain_busy, processor_elapsed_time 
 
Overall node utilization then is displayed as the higher of the 3 (system, WAFL or processor domains) which all 
indicate a controller’s ability (utilization) to process read/write requests 

Headroom % Head Room refers to the remaining performance capacity of a storage node, essentially indicating how much 
additional workload can be placed on a node before its performance starts to degrade due to increased latency.   
Head Room formula in reporting: 100 – ((Avg Node Utilization/100 + Avg Throughput MBps) * 100) 
 
NOTE:  Head room is derived from the Optimal Point calculation which is not currently available in the Data 
Warehouse. 

KPIs Used % > 80 
Latency > 5 ms 
Headroom < 65% 
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10.5 Storage Health 
Description: This report 
shows the overall health 
of the entire multi-
vendor storage estate. 
 
Prerequisites: Data 
Infrastructure Insights 
(DII) reporting enabled. 
 

 

 

 

 

 

 

 

Report XML: 10.5 Storage Health 

 

 

 

 

 

https://reporting-ps1325.c01.cloudinsights.netapp.com/bi/?perspective=authoring&id=i591B617BCF8B4F66AF23E0BD1F1515F9&closeWindowOnLastView=true&objRef=i591B617BCF8B4F66AF23E0BD1F1515F9&action=edit&cmPropStr=%7B%22id%22%3A%22i591B617BCF8B4F66AF23E0BD1F1515F9%22%2C%22type%22%3A%22report%22%2C%22defaultName%22%3A%2210.5%20Storage%20Health%22%2C%22permissions%22%3A%5B%22execute%22%2C%22read%22%2C%22setPolicy%22%2C%22traverse%22%2C%22write%22%5D%7D
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10.5 Storage Health Definitions 

Metric/Attribute Description 
Status CASE 

WHEN [IO Budget Exceeded] = 1 THEN '✘' 
WHEN  [Latency Threshold Exceeded]=1 THEN '✘' 
WHEN [% Used]>.90  THEN '✘' 
ELSE '✔' 
END 

Data Center DII configured annotation. Defines the location of the device 
Storage Name of the storage device discovered and monitored by DII 
Model Model name associated with the storage device 
Node Count Total number of nodes associated with the storage device 
Vendor Manufacturer of the storage device 
Family Family name of the storage device 
AvgIOPS Measures the total number of I/O service requests (read+write) on the volume during the collection period 

(measured in I/O per sec) 
95th Peak IOPS 95th percentile of maximum IOPS.  The 95th percentile says that 95% of the time, the usage is at or below this 

amount. Conversely, 5% of the samples may be bursting above this rate but are ignored 
Peak IOPS Maximum IOPS on the volume during the collection period 
TotalIOBudget   TotalIOBudget is null 

  IO Budget Exceeded = 0  (IF([95th PeakIOpS]>[TotalIOBudget]) THEN (1) ELSE (0)) 
      IO Budget Near Exceeded >= .8 AND IO Budget Near Exceeded < = 1 (_round([95th AvgIOpS] / [TotalIOBudget],0)) 
      IO Budget Exceeded = 1 

AvgLatency The time it takes (total response time) from the moment a request for information arrives at the storage device to the 
time when the storage device begins to send the information back in response.  This is the actual latency of the 
device in milliseconds 

95th Peak Latency 95th percentile of Maximum Latency in milliseconds 
Peak Latency Maximum response time in milliseconds for the collection period 
Latency Threshold WHEN disk.disktype='SSD' THEN 2 

WHEN disk.disktype='SAS' and disk.diskspeed='15000' THEN 5 
WHEN disk.disktype='FC'  and disk.diskspeed='15000' THEN 5 
WHEN disk.disktype='SAS' and disk.diskspeed='10000' THEN 10 
WHEN disk.disktype='FC'  and disk.diskspeed='10000' THEN 10 
WHEN disk.disktype='OTHER' and disk.diskspeed='10000' THEN 10 
ELSE 25 

AvgMBps Average throughput (read+write).  This is the Rate at which data is being transmitted in a fixed amount of time in 
response to I/O service requests (measured in Megabytes per sec) 

95th Peak MBps 95th percentile of Maximum throughput in MB/sec for the collection period 
Peak MBps Maximum throughput in MB/sec for the collection period 
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OrphanedTiB Total amount of capacity in Tebibytes that is orphaned by configuration.  Derived from the 
volume_history_capacity_fact table 

Capacity (TiB) Usable capacity allocated for a storage-pool as reported by the storage-array in Tebibytes (Base 2 units) 
Used (TiB) Used capacity for a storage-pool as reported by the storage-array in Tebibytes  
95th Used (TiB) 95th percentile of Used (TiB) 
Used %       [Used%] BETWEEN .8 and .9 

      [Used%] > .9 
IO Budget  IO Budget is derived from either the underlying disk infrastructure that supports the storage device or from the 

storage model type.  Formula: (Disk Type + Disk Speed = supported IOpS divided by Block Size) 
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10.8 NetApp Node Head Room 
Description: This dashboard shows the amount of head room (available performance) for each individual NetApp node grouped by Cluster. The 
objective is to isolate Node CPU % and Node Latency then provide a comparison of Node CPU % vs Disk Utilization %. Node 
operational analysis appears in the form of a bubble chart comparing CPU % with Latency (ms) with a threshold of 2ms latency and 80% CPU 
utilization. Nodes that fall outside of the range (green) will have reduced available performance. A summary for each node is 
available above the charts with a KPI Status 
 
Prerequisites: Data Infrastructure Insights (DII) reporting enabled. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Report XML: 10.8 NetApp Node Head Room 

https://reporting-ps1325.c01.cloudinsights.netapp.com/bi/?perspective=authoring&id=i5A2F2940DE6242108B52D210D1C6CB2F&closeWindowOnLastView=true&objRef=i5A2F2940DE6242108B52D210D1C6CB2F&action=edit&cmPropStr=%7B%22id%22%3A%22i5A2F2940DE6242108B52D210D1C6CB2F%22%2C%22type%22%3A%22report%22%2C%22defaultName%22%3A%2210.8%20NetApp%20Node%20Head%20Room%22%2C%22permissions%22%3A%5B%22execute%22%2C%22read%22%2C%22setPolicy%22%2C%22traverse%22%2C%22write%22%5D%7D
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10.8 NetApp Node Head Room Definitions 

Metric/Attribute Description 
Node Name Name of the NetApp node discovered and monitored by DII 
Model Model name of the node 
Version Microcode or firmware version of the node 
State The operational state of the NetApp node e.g. Healthy or Unhealthy 
Memory Amount of Memory in Gibibytes allocated to the node 
CPUs Number of CPUs allocated to the node 
Usable (TiB) Usable capacity allocated for a storage-pool as reported by the storage-array in Tebibytes (Base 2 units) 
Used (TiB) Used capacity for a storage-pool as reported by the storage-array in Tebibytes  
Total IOPS Measures the total number of I/O service requests (read+write) on the volume during the collection period 

(measured in I/O per sec) 
Latency (ms) The time it takes (total response time) from the moment a request for information arrives at the storage device to the 

time when the storage device begins to send the information back in response.  This is the actual latency of the 
device in milliseconds 

Total MBps Average throughput (read+write).  This is the Rate at which data is being transmitted in a fixed amount of time in 
response to I/O service requests (measured in Megabytes per sec) 

Peak Latency Maximum response time in milliseconds for the collection period 
Peak CPU Maximum Node CPU Utilization shows the percentage of time that one or more CPUs were busy. In DII, this is based 

on the higher of CPU, WAFL_EX and Kahuna Processor Domain metrics. Details are as follows: 
• System – avg_processor_busy, cpu_elapsed_time1 
• WAFL – total_cp_msecs, cp_phase_times.P2_FLUSH 
• Processor – domain_busy, processor_elapsed_time 
 
Overall node utilization then is displayed as the higher of the 3 (system, WAFL or processor domains) which all 
indicate a controller’s ability (utilization) to process read/write request 

95th Perc Latency 95th percentile of maximum response time in milliseconds.  The 95th percentile says that 95% of the time, the usage 
is at or below this amount. Conversely, 5% of the samples may be bursting above this rate but are ignored 

95th Perc CPU 95th percentile of Maximum CPU Utilization % for the collection period 
Head Room % Head Room refers to the remaining performance capacity of a storage node, essentially indicating how much 

additional workload can be placed on a node before its performance starts to degrade due to increased latency.   
Head Room formula in reporting: 100 – ((Avg Node Utilization/100 + Avg Throughput MBps) * 100) 
 
NOTE:  Head room is derived from the Optimal Point calculation which is not currently available in the Data 
Warehouse. 

KPI Status CASE 
WHEN [CPU %] <=50 AND [Total MBps] <=25000 THEN 'Good' 
WHEN [CPU %] between 50 and 80 AND [Total MBps] <=25000 THEN 'Watching' 
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WHEN [CPU %] <= 50 AND [Total MBps] >25000 THEN 'Watching' 
WHEN [CPU %] between 50 and 80 AND [Total MBps] >25000 THEN 'Alert' 
WHEN [CPU %] > 80 AND [Total MBps] >25000 THEN 'Warning' 
END 

Average CPU Maximum response time in milliseconds for the collection period 
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10.9 VM Remediation 
Description: This report 
shows VM Capacity and 
Performance Remediation 
metrics with overall status. 
 
 
Prerequisites: Data 
Infrastructure Insights (DII) 
reporting enabled. 
 

 

 

 

 

 

 

 

 

 

 

 

Report XML: 10.9 VM Remediation 

https://reporting-ps1325.c01.cloudinsights.netapp.com/bi/?perspective=authoring&id=i398A9482C27C4D4E96243C07A78716AB&closeWindowOnLastView=true&objRef=i398A9482C27C4D4E96243C07A78716AB&action=edit&cmPropStr=%7B%22id%22%3A%22i398A9482C27C4D4E96243C07A78716AB%22%2C%22type%22%3A%22report%22%2C%22defaultName%22%3A%2210.9%20VM%20Remediation%22%2C%22permissions%22%3A%5B%22execute%22%2C%22read%22%2C%22setPolicy%22%2C%22traverse%22%2C%22write%22%5D%7D
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10.9 VM Remediation Definitions 

Metric/Attribute Description 
HyperScaler Name of the hyperscaler e.g. AWS, AZURE or Google Cloud 
Hypervisor / ESX Server Name of the hypervisor discovered and monitored by DII 
ESX RAM The amount of RAM in Gibibytes associated with the hypervisor 
Allocated RAM Total amount of vRAM allocated to virtual machines 
ESX CPUs The CPU count associated with the hypervisor 
Allocated CPUs Total number of vCPUs allocated to virtual machines 
CPU Subscription Allocated CPUs / ESX CPU 
RAM Subscription Allocated RAM / ESX RAM 
Avg IOPS Measures the total number of I/O service requests (read+write) on the volume during the selected time period 

(measured in I/O per sec) 
Date Full Date field derived from the Date Dimension table in the DWH 
Status  WHEN [CPU Subscription %]>6 OR [RAM Subscription %]>6 THEN 'Excessively Over-Subscribed' 

 WHEN [CPU Subscription %]>3 OR [RAM Subscription %]>3 THEN 'Over-Subscribed' 
 ELSE 'Good' 

VM Host / VM Name of the virtual machine associated with the hypervisor 
CPUs Number of vCPUs allocated to individual virtual machines 
Memory Amount of vRAM in Gibibytes allocated to individual virtual machines 
InstanceType The configuration type associated with the virtual instance e.g. for AWS, a1.medium, a1.large, a1.xlarge etc. 
Provisioned (GiB) Amount of capacity in Gibibytes allocated to the virtual instance 
Used (GiB) Amount of capacity used in Gibibytes by the virtual instance 
Used % Used (GiB) / Provisioned (GiB) 

 Used % >= .90 
 Used % Between .70 and .90 

Data Store Name of the datastore associated with the hypervisor 
Total IOPS Measures the total number of I/O service requests (read+write) on the virtual instance during the selected time 

period (measured in I/O per sec) 
Latency (ms) The time it takes (total response time) from the moment a request for information arrives at the storage device to the 

time when the storage device begins to send the information back in response.  This is the actual latency of the 
device in milliseconds 

 Latency (ms) > 50 
    Latency (ms) > 25 

CPU % The average percentage of a physical CPU's processing power that is currently being used by that virtual instance, 
essentially measuring how much of the allocated CPU resources are actively being consumed 

 CPU % > 75 
    CPU % Between 50 and 75 

RAM % The average percentage of the allocated RAM that is currently being used by the virtual machine 
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10.11 SAN Switch – Slow Drain Analysis 
Description: This report 
shows SAN devices and 
ports that are impacted 
by slow drain.  Slow drain 
is derived from the 
bbCreditZero metric 
along with port latency or 
bbCreditZeroMsTx. For 
devices to qualify for 
slow drain, 
bbCreditZeroRx and Tx 
must be greater than 
1,000,000 and 
bbCreditZeroMsTx must 
be >=1. 
 
 
Prerequisites: Data 
Infrastructure Insights 
(DII) reporting enabled. 
 

Report XML: 10.11 SAN Switch - Slow Drain Analysis 

 

 

 

 

https://reporting-ps1325.c01.cloudinsights.netapp.com/bi/?perspective=authoring&id=iDACAB10A71B2481E97C47DB45DE9FFF3&closeWindowOnLastView=true&objRef=iDACAB10A71B2481E97C47DB45DE9FFF3&action=edit&cmPropStr=%7B%22id%22%3A%22iDACAB10A71B2481E97C47DB45DE9FFF3%22%2C%22type%22%3A%22report%22%2C%22defaultName%22%3A%2210.11%20SAN%20Switch%20-%20Slow%20Drain%20Analysis%22%2C%22permissions%22%3A%5B%22execute%22%2C%22read%22%2C%22setPolicy%22%2C%22traverse%22%2C%22write%22%5D%7D
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10.11 SAN Switch – Slow Drain Analysis 

Metric/Attribute Description 
Switch Name of the SAN switch monitored by DII 
Port Name of the switch port associated with the switch monitored by DII 
Connection Type Type of device the switch port is connected to…e.g. Host, Storage, ISL, Tape, or Generic Device (a device not 

resolved to an IP in DII) 
Connected Device Name of the device (e.g. Host, Storage, etc.) that is connected to the switch port 
Device Type Type of the device (e.g., Host, Storage, etc.) that is connected to the switch port 
Avg Rx Traffic Average traffic received in MB/sec collected hourly for 14 days 
Avg Tx Traffic Average traffic transmitted in MB/sec collected hourly for 14 days 
bbCreditZeroTotal bbCreditZeroRx + bbCreditZeroTx 
bbCreditZeroRx Each time a port receives a frame that port's BB Credit is decremented by one; for each R_RDY received, that port's 

BB Credit is incremented by one. If the BB Credit is zero the corresponding node cannot transmit until an R_RDY is 
received back. 

bbCreditZeroTx Same as above only for transmitted frames 
bbCreditZeroMsTx Port latency detected in milliseconds and used to support the reason for a slow drain condition 
Class 3 Discard Class-3 is essentially a datagram service based on frame switching. They main advantage comes from not giving an 

acknowledgement that a frame has been rejected or busied by a destination device or Fabric 
Date Hourdatetime and/or fulldate fields derived from the Time Dimension and Date Dimension tables in the DWH 
Slow Drain Device Count  
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10.16 Performance by Array 
Description: This report shows VM 
Capacity and Performance Remediation 
metrics with overall status. 
 
 
Prerequisites: Data Infrastructure Insights 
(DII) reporting enabled. 
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10.16 Performance by Array Definitions 

Metric/Attribute Description 
Data Center DII configured annotation.  Defines the location of the device 
Tier DII configured annotation. Defines tiers of storage based on disk type, disk speed, etc. 
Array Name of the storage device discovered and monitored by DII 
Vendor Manufacturer of the storage device 
Family Family name of the storage device 
Model Model name associated with the storage device 
Volume Name of the volume associated with the storage pool  or aggregate 
Disk Utilization The percentage % of post-cache service time used for requests out of the available sample time. This metric 

indicates what portion of the time the disk is busy servicing requests 
Disk IOPS Measures the total number of I/O service requests on the physical disk during the 

selected time period (measured in I/O per sec 
IOPS Capability The estimated IOPS capability of the storage pool or aggregate.   The typical IO that can be supported by a 15K SAS 

disk is approximately 200.  The typical IO that can be supported by SSD disks is 3000-12000. 
Volume IOPS Measures the total number of I/O service requests (read+write) on the volume during the 

selected time period (measured in I/O per sec) 
Volume Latency The time it takes from the moment a request for information arrives at the storage device to the time when the 

storage device begin to send the information back in response. This is the actual latency of the device in 
milliseconds 

Capacity (TiB) Usable capacity allocated for a storage-pool as reported by the storage-array in Tebibytes (Base 2 units) 
Allocated (TiB) Total allocated capacity in Tebibytes as reported by the storage pool or aggregate 
Used (TiB) Total used capacity in Tebibytes as reported by the storage pool or aggregate 
95th Percentile IOPS 95th percentile of maximum IOPS.  The 95th percentile says that 95% of the time, the usage is at or below this 

amount. Conversely, 5% of the samples may be bursting above this rate but are ignored 
Date Full Date field derived from the DateDimension table in the DWH 
Time Hourdatetime field derived from the Time Dimension table in the DWH 
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10.17 Capacity, Performance and Costs – Virtual Machines 
Description: This report shows VM 
Capacity, performance metrics and 
monthly costs associated with each 
instance.  VMware and cloud 
hyperscalers are visible. 
 
Prerequisites: Data Infrastructure 
Insights (DII) reporting enabled. 
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10.17 Capacity, Performance and Costs – Virtual Machine Definitions 

Metric/Attribute Description 
HyperScaler Name of the hyperscaler e.g. AWS, AZURE or Google Cloud 
VM Name of the virtual machine or instance associated with the hypervisor 
VM OS The operating system associated with the virtual machine or instance 
vCPU Number of vCPUs allocated to individual virtual machines 
vRAM Amount of vRAM in Gibibytes allocated to individual virtual machines 
Avg CPU Utilization % The average percentage of a physical CPU's processing power that is currently being used by that virtual instance, 

essentially measuring how much of the allocated CPU resources are actively being consumed 
Peak CPU Utilization % The maximum CPU Utilization % for the collection period 
Instance Type The configuration type associated with the virtual instance e.g. for AWS, a1.medium, a1.large, a1.xlarge etc. 
Billable Hours The number of billable hours for the current month.  E.g. (DAY(LAST_DAY(NOW()))*24) 
Instance Hourly Pricing Instance cost per hour based on the published hyperscaler rate card.  Example:  

WHEN [Instance Type]='a1.medium' THEN 0.0255 
WHEN [Instance Type]='a1.large' THEN 0.051 
WHEN [Instance Type]='a1.xlarge' THEN 0.102 
WHEN [Instance Type]='a1.2xlarge' THEN 0.204 
WHEN [Instance Type]='a1.4xlarge' THEN 0.408 
WHEN [Instance Type]='a1.metal' THEN 0.408 

Instance Cost Billable Hours * Instance Hourly Pricing 
Disk Type The disk type e.g. for AWS, EBS_gp2, EBS_gp3 etc.. 
Disk Cost Disk cost per month based on the published hyperscaler rate card.  Example:  

WHEN Disk Type contains 'gp' THEN .1 
WHEN Disk Type contains 'io' THEN .125 
WHEN Disk Type contains 'st1' THEN .045 
WHEN Disk Type contains 'sc1' THEN .025 
WHEN Disk Type contains 'standard' THEN .05 
WHEN Disk Type contains 'snap' THEN .05 
WHEN Disk Type contains 'Standard_LRS' THEN .045 
WHEN Disk Type contains 'Premium_LRS' THEN .12 

Avg IOPS Measures the total number of I/O service requests (read+write) on the virtual instance during the selected time 
period (measured in I/O per sec) 

Peak IOPS Maximum IOPS on the virtual instance for the collection period 
Total Est. Cost [Instance Cost] + [Disk Cost] 
State WHEN instance.powerState = 'poweredOn' AND instance.guestState = 'running' THEN 'Operational' 

WHEN instance.powerState = 'poweredOn' AND instance.guestState = 'notRunning'  THEN 'Idle' 
ELSE 'Inactive 
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10.19 Service Path Performance 
Description: This 
report shows VM 
Capacity, performance 
metrics and monthly 
costs associated with 
each instance.  
VMware and cloud 
hyperscalers are 
visible. 
 
Prerequisites: Data 
Infrastructure Insights 
(DII) reporting enabled. 
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10.19 Service Path Performance 

Metric/Attribute Description 
Summary 
Total # of Workloads Total number of volumes supported by the storage pool or aggregate 
Total Capacity Sum of LUN Capacity (GiB) + Share Capacity (GiB) for the report 
Average IOPS The average to Total IOPS for the report 
Peak IOs The average of Peak IOPS for the report 
Average Latency The average Latency for the report 
Peak Latency The average Peak Latency for the report 
  
Heavy Hitters by Highest Volume IOPS 
Aggregate Name of the storage pool or aggregate discovered by DII 
Server Name of the ESX Server or hypervisor discovered by DII 
Virtual Machine Name of the virtual machine associated with the hypervisor 
LUN Capacity (GiB) Allocated block volume capacity in Gibibytes associated with the storage pool or aggregate 
Share Capacity (GiB) NFS or CIFS allocated capacity in Gibibytes associated with the internal volume or Flexvol 
Total IOPS Measures the total number of I/O service requests (read+write) on the volume during the selected time period 

(measured in I/O per sec) 
Peak IOPS Maximum number of I/O service requests for the collection period 
Avg Latency (ms) The time it takes (total response time) from the moment a request for information arrives at the storage device to the 

time when the storage device begin to send the information back in response. This is the actual latency of the 
device in milliseconds 

Peak Latency (ms) Maximum response time in milliseconds for the collection period 
QoS Limit IOPS IOPS limits associated with the QoS Policy 
IO Deviation IF([Total IOPS]>[Average IOPS for Aggregate]) THEN (([Total IOPS]/[Average IOPS for Aggregate])) ELSE (1) 

IO Status  WHEN [IO Deviation] > 10 THEN 'Extreme Deviation  - Contention Likely' 
 WHEN [IO Deviation] BETWEEN 5 AND 10 THEN 'High Deviation  -  Possible Contention' 
 WHEN [IO Deviation] BETWEEN 1 AND 5 THEN 'Above Avg Deviation  - Contention Unlikely' 
 ELSE 'No Contention' 

Action WHEN [Peak IOPS]/[QoS Limit IOPS] > .95 THEN 'At QoS Limit' 
WHEN [Peak IOPS]/[QoS Limit IOPS] BETWEEN .85 AND .95 THEN 'Nearing QoS Limit' 
WHEN [Peak IOPS]/[QoS Limit IOPS] BETWEEN .70 AND .85 THEN 'Check Correlation Engine' 
ELSE 'No Action Required' 

Latency Status  WHEN [Avg Latency (ms)] > 15 THEN 'Extreme Impact' 
 WHEN [Avg Latency (ms)] BETWEEN  10 AND 15 THEN 'Very High Impact' 
 WHEN [Avg Latency (ms)] BETWEEN  5 AND 10 THEN 'High Impact' 
 WHEN [Avg Latency (ms)] BETWEEN  2 AND 5 THEN 'Moderate Impact' 
 WHEN [Avg Latency (ms)] < 2 THEN 'Low Impact' 
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10.20 K8s Infrastructure Capacity and Performance – Advanced Metrics 
Description: This report 
shows Kubernetes 
infrastructure 
breakdown for Node, 
PVCs and Workloads. 
 
Prerequisites: Data 
Infrastructure Insights 
(DII) reporting enabled. 
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10.20 K8s Infrastructure Capacity and Performance – Advanced Metrics Definitions 

Metric/Attribute Description 
Node CPU and Memory Utilization 
K8s K8s refers to the shortened 10 letter Kubernetes name.  8 refers to the 8 letters between the ‘K’ and the ‘s’. 
K8s Cluster Name of the Kubernetes Cluster discovered and monitored by DII 
K8s Node Name of the node associated with the K8s Cluster.  A ‘node’ can be a virtual or physical computer running the K8s 

platform 
vCPU Number of processors allocated to the K8s node 
Average CPU Saturation This is a measure of how many average CPU requests are unable to be fulfilled due to unavailability. It's calculated 

based on the saturation numbers across all nodes in a cluster 
Max CPU Saturation This is the point where a container reaches its configured CPU limit 
CPU Days to Full Linear regression forecast in Days for when allocatable CPU saturation is 100% 
vRAM Amount of Memory in Gibibytes that is allocated to a node 
Average RAM Saturation This is a situation where the available memory on a node in the cluster is nearly exhausted 
Max RAM Saturation This is the point where a container or pod reaches its configured memory limit 
RAM Days to Full Linear regression forecast for when allocatable Memory saturation is 100% 
  
PVC Utilization 
Cluster Name Name of the Kubernetes Cluster discovered and monitored by DII 
Namespace Kubernetes namespace which is a logical grouping of resources within a Kubernetes cluster that allows for 

isolation; organization; security; management and resource sharing 
Data Center DII configured annotation.  Defines the location of the device 
Volume Name of the volume that supports the Persistent.  Can be a QTREE, INTERNAL_VOLUME or VOLUME in DII  
Allocated (GiB) Allocated capacity in Gibibytes as reported by the block volume or internal volume in DII 
Used (GiB) Used capacity in Gibibytes of the block or internal volume 
Days to Full Linear regression forecast in Days for when the Persistent Volume reaches full capacity 
PVC Name The name of the Persistent Volume Claim.  A PVC is a user's request for a specific amount of storage within a 

Kubernetes cluster 
PVC Size (GiB) The allocated size in Gibibytes of the Persistent Volume Claim.  Derived from the k8s_pvc_capacity_fact in DII 
PV Name The name of the Persistent Volume. A PV is a storage resource in a cluster that's used to manage the storage of 

containerized applications 
PV Size (GiB) The allocated size in Gibibytes of the Persistent Volume 
Total IOPS Measures the total number of I/O service requests (read+write) on the volume during the selected time period 

(measured in I/O per sec) 
Total Throughput (MB/sec) The Rate at which data is being transmitted in a fixed amount of time in response to I/O service requests (measured 

in MB per sec) 
Total Latency (ms) The time it takes (total response time) from the moment a request for information arrives at the 
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storage device to the time when the storage device begin to send the 
information back in response. This is the actual latency of the device in 
milliseconds 

  
Workload Counters 
Cluster Name Name of the Kubernetes cluster discovered and monitored by DII 
Namespace Kubernetes namespace which is a logical grouping of resources within a Kubernetes cluster that allows for 

isolation; organization; security; management and resource sharing 
Container A Kubernetes container is a software package that bundles an application and its runtime environment together e.g. 

ContainerD, Docker 
Pod The smallest unit of computing in Kubernetes.  A pod is a collection of one or more containers that share resources 

and are scheduled to run together 
Workload Name A workload is an application running on Kubernetes 
Usage CPU Cores This is the amount of processing power a container or pod can utilize.  Measured in units where one unit is 

equivalent to one virtual CPU core, allowing you to specify how much CPU a container can use by assigning a 
fractional value of a core (e.g., 0.5 CPU) 

Request CPU Cores The minimum amount of CPU processing power a container or pod needs to function properly, expressed as a 
number of CPU cores (which can be fractional) 

Limit CPU Cores The maximum amount of CPU resources a container or pod can use 
Usage Memory (GiB) The amount of RAM in Gibibytes currently being used by a container or pod within a cluster 
Request Memory (GiB) The minimum amount of memory in Gibibytes that Kubernetes is guaranteed to allocate to a container 
Limit Memory (GiB) The maximum amount of a resource to be used by a container 
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10.21 NetApp ONTAP Performance Comparison 
Description: This 
report shows a 
performance 
comparison 
between NetApp 
AFF models 
300,400,700 and 
800. 
 
Prerequisites: 
Data Infrastructure 
Insights (DII) 
reporting enabled. 
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10.21 NetApp ONTAP Performance Comparison Definitions 

Metric/Attribute Description 
Array Name of the NetApp storage node discovered and monitored by DII 
Model Model name of the NetApp storage node 
Latency (ms) The time it takes from the moment a request for information arrives at the storage device to the time when the 

storage device begin to send the information back in response. This is the actual latency of the device in 
milliseconds 

 Latency (ms) >= 3 
 Latency (ms) Between 1.5 and 3 

Throughput (MBps) The Rate at which data is being transmitted in a fixed amount of time in response to I/O service requests (measured 
in MB per sec) 

CPU % Node CPU Utilization shows the percentage of time that one or more CPUs were busy. In DII, this is based on the 
higher of CPU, WAFL_EX and Kahuna Processor Domain metrics. Details are as follows: 
• System – avg_processor_busy, cpu_elapsed_time1 
• WAFL – total_cp_msecs, cp_phase_times.P2_FLUSH 
• Processor – domain_busy, processor_elapsed_time 
 
Overall node utilization then is displayed as the higher of the 3 (system, WAFL or processor domains) which all 
indicate a controller’s ability (utilization) to process read/write requests. For EMC Symmetrix Arrays, this metric is 
FA Port 
Utilization. 

 CPU % >=70 
 CPU % Between 50 and 70 

Full Date Hourdatetime and/or Full Date fields derived from the Time Dimension and Date Dimension 
tables in the DWH 
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10.23 Workloads with Zero IOPS 
Description: This 
report shows NetApp 
volumes with 
extremely low or zero 
IOPS for current, 1 
month ago, 3 months 
ago, 6 months ago, 9 
months ago, and 1 
year ago. 
 
Prerequisites: Data 
Infrastructure 
Insights (DII) 
reporting enabled. 
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10.23 Workloads with Zero IOPS Definitions 
Metric/Attribute Description 
Cluster Name of the CDOT cluster discovered and monitored by DII 
Family Family name of the cluster 
Node Name of the node associated with the cluster 
Aggregate Name of the aggregate associated with the node 
Volume Name of the volume associated with the aggregate 
Application DII configured annotation.  Defines the application associated with the virtual machine or backend storage capacity 
Allocated (GiB) Total allocated capacity in Gibibytes for the internal volume (Flexvol) as reported by the aggregate 
Used (GiB) Total used capacity in Gibibytes for the internal volume  
Current Peak IOPS Maximum IOPS for the internal volume for the current period when peakIOPS < 1 
Peak IOPS – 1 Month Maximum IOPS for the internal volume exactly 1 month ago when peakIOPS < 1.  Derived from the 

internal_volume_capacity fact using the date filter DATE(date_dimension.fullDate) = DATE_SUB(DATE(CURDATE()), 
INTERVAL 30 DAY) 
 
CURDATE() = today’s date 

Peak IOPS – 3 Months Maximum IOPS for the internal volume exactly 3 months ago when peakIOPS < 1.  Derived from the 
internal_volume_capacity fact using the date filter DATE(date_dimension.fullDate) = DATE_SUB(DATE(CURDATE()), 
INTERVAL 3 MONTH) 

Peak IOPS – 6 Months Maximum IOPS for the internal volume exactly 3 months ago when peakIOPS < 1.  Derived from the 
internal_volume_capacity fact using the date filter DATE(date_dimension.fullDate) = DATE_SUB(DATE(CURDATE()), 
INTERVAL 6 MONTH) 

Peak IOPS – 9 Months Maximum IOPS for the internal volume exactly 3 months ago when peakIOPS < 1.  Derived from the 
internal_volume_capacity fact using the date filter DATE(date_dimension.fullDate) = DATE_SUB(DATE(CURDATE()), 
INTERVAL 9 MONTH) 

Peak IOPS – 1 Year Maximum IOPS for the internal volume exactly 3 months ago when peakIOPS < 1.  Derived from the 
internal_volume_capacity fact using the date filter DATE(date_dimension.fullDate) = DATE_SUB(DATE(CURDATE()), 
INTERVAL 12 MONTH) 
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10.24 Host Environment (Live Optics) 
Description: This report 
shows Host 
Environment Capacity 
and Performance 
details. 
 
Prerequisites: Data 
Infrastructure Insights 
(DII) reporting enabled. 
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10.24 Host Environment (Live Optics) Definitions 
Metric/Attribute Description 
Host Environment  
Host The name of the host/server discovered and monitored by DII 
Manufacturer / Vendor The name of the manufacturer or vendor associated with the host 
Peak CPU % The maximum utilization percentage of physical CPUs associated with the ESX server or hypervisor 
Net CPU % The average utilization percentage of physical CPUs associated with the ESX server or hypervisor 
Cores The number of total cores associated with physical servers  
Used TiB Total amount of used capacity in Tebibytes for all storage pools or aggregates 
Free TiB Total TiB - Used TiB 
Total TiB Usable capacity allocated for a storage-pool as reported by the storage-array in Tebibytes (Base 2 units) 
Peak Memory Usage % The maximum vRAM utilization % for all virtual machines discovered and monitored by DII 
Total Memory Total amount of vRAM in Gibibytes allocated to virtual machines 
Peak Aggregate Network Throughput Maximum throughput in Megabytes per second (MB/sec) for all disks associated with storage pools or aggregates in 

DII 
IOPS Maximum of average total IOPS (read+write) for all disks associated with storage pools or aggregates 
Latency Average response time in milliseconds for the top 5 ESX hypervisors discovered and monitored by DII 
Average Daily Write Average throughput in Megabytes per second (MB/sec) for all disks associated with storage pools or aggregates in 

DII 
Server Roles The server role e.g. Physical, Hypervisor, Guest VM 
Top Operating Systems All the operating systems associated with virtual machines with % allocation 
  
Host Performance  
IOPS Maximum of average total IOPS (read+write) for ESX hypervisors for 14 days hourly data collection 
Latency Maximum of average total response time in milliseconds for ESX hypervisors for 14 days hourly data collection 
Throughput MBps Maximum of throughput in Megabytes per second (read+write) for ESX hypervisors for 14 days hourly data collection 
IO Size Read (Throughput MBps*1024) / Read IOPS 
CPU The maximum of average utilization percentage of physical CPUs associated with the ESX server or hypervisor for 14 

days hourly data collection 
Memory The maximum of average utilization percentage of physical Memory associated with the ESX server or hypervisor for 

14 days hourly data collection 
Date / Time Full Date field derived from the DateDimension table in the DWH.  Hourdatetime field derived from the Time 

Dimension table in the DWH 
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Vendor Centric Overview  
These are some of the day-to-day and monthly 
vendor centric IT infrastructure issues that can be 
addressed by leveraging the reports in this 
catalog. Here are some of the objectives met by 
this section. 
 
❑ EMC Symmetrix Environment 
❑ HDS Environment Usage 
❑ 3Par Environment Usage 
❑ Multi-Vendor Storage Overview 
❑ Isilon Capacity and Performance 
❑ EMC Data Domain Inventory 
❑ NetApp Qtree Capacity and Performance 
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11.1 EMC Symmetrix Environment 
Description: This EMC 
vendor centric dashboard 
created exclusively for 
Symmetrix Arrays shows 
capacity and performance 
metrics for all devices by 
default. A filter is provided to 
select one or more arrays 
known to DII.  
 
Capacity Trends, VMAX Port 
Utilization, IOpS and Disk 
Utilization are visible using 
14-day hourly performance 
metrics. The report is 
rounded out with Orphaned 
Capacity and Violations at 
the bottom. 
 
Prerequisites: Data 
Infrastructure Insights (DII) 
reporting enabled. 
 

 

Report XML: 11.1 EMC Symmetrix Environment 
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11.1 EMC Symmetrix Environment Definitions 
Metric/Attribute Description 
Array Name of the Symmetrix storage device monitored by DII 
Total Raw Capacity TiB Pre-RAID raw capacity in Tebibytes as reported by the Storage Array monitored by DII and contained in the Storage 

and Storage Pool Capacity Fact table 
Total Usable Capacity TiB Usable capacity in Tebibytes as reported by the storage pool or aggregate and contained in the Storage and Storage 

Pool Capacity Fact table 
Total Volume Capacity TiB Total SAN provisioned capacity in Tebibytes presented to host initiators 
Total Used Capacity TiB Used capacity in TiB as reported by the storage pool or aggregate and contained in the Storage and Storage Pool 

Capacity Fact table. If Thin Provisioned, then Used = Written. If Thick Provisioned, then Used = Allocated 
% Subscribed Total Volume Capacity TiB / Total Usable Capacity TiB 
Total Free Capacity Total Usable Capacity TiB – Total Used Capacity TiB 
Date Hourdatetime and/or fulldate fields derived from the Time Dimension and Date Dimension tables in the DWH 
Capacity (TiB) Same as Total Usable Capacity TiB 
Used (TiB) Same as Total Used Capacity TiB 
Projected (TiB) Projected Capacity in Tebibytes for future 12-month period. Based on standard linear regression formula and 

contained in the Storage and Storage Pools Capacity Future Fact table 
Projected Used (TiB) Projected Used Tebibytes for future 12-month period. Based on standard linear regression formula and contained in 

the Storage and Storage Pools Capacity Future Fact table 
Avg Utilization Average FA Port Utilization for EMC Symmetrix devices collected hourly for 14 days 
Peak  Utilization Peak FA Port Utilization for EMC Symmetrix devices collected hourly for 14 days 
Cache Hit % Cache Hit Ratio as reported by the storage system cache collected hourly for 14 days 
Sum of Total IOPS Sum of Total Volume IOpS (both Read and Write) averaged hourly for 14 days 
Latency (ms) Average Volume Latency in milliseconds averaged hourly for 14 days 
Peak Latency (ms) Peak Volume Latency in milliseconds averaged hourly for 14 days 
Average Disk Utilization Average Disk Utilization % reported by the disks that support storage pools or RAID Groups, averaged hourly for 14 

days 
Peak Disk Utilization Peak Disk Utilization % reported by the disks that support storage pools or RAID Groups, averaged hourly for 14 days 
Orphaned Capacity GiB Capacity in Gibibytes that is allocated but not mapped or masked to host initiators. This metric is reported by the 

volume_history_capacity_fact table in the DWH 
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11.2 HDS Environment Usage 
Description: This Hitachi 
(HDS) vendor centric 
dashboard created 
exclusively for Hitachi 
Arrays shows capacity and 
performance metrics for all 
devices by default. A filter is 
provided to select one or 
more arrays known to DII.  
 
Thin and Thick Capacity 
metrics, Capacity 
Trends, IOpS, Latency, 
Throughput and Disk 
Utilization are visible using 
14-day hourly 
performance metrics 
 
Prerequisites: Data 
Infrastructure Insights (DII) 
reporting enabled. 
 

 

 

 

Report XML: 11.2 HDS Environment Usage 

https://reporting-ps1325.c01.cloudinsights.netapp.com/bi/?perspective=authoring&id=iC74D34D06CF149C5834EDEF27258EC69&objRef=iC74D34D06CF149C5834EDEF27258EC69&action=edit&cmPropStr=%7B%22id%22%3A%22iC74D34D06CF149C5834EDEF27258EC69%22%2C%22type%22%3A%22report%22%2C%22defaultName%22%3A%2211.2%20HDS%20Environment%20Usage%22%2C%22permissions%22%3A%5B%22execute%22%2C%22read%22%2C%22setPolicy%22%2C%22traverse%22%2C%22write%22%5D%7D
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11.2 HDS Environment Usage Definitions 
Metric/Attribute Description 
Data Center DII configured annotation. Defines the location or Data Center associated with the specific device 
Version The Model Name of the Hitachi Storage Array monitored by DII 
Date Hourdatetime and/or fulldate fields derived from the Time Dimension and Date Dimension tables in the DWH 
Raw TiB Pre-RAID raw capacity in Tebibytes as reported by the Storage Array monitored by DII and contained in the Storage 

and Storage Pool Capacity Fact table 
Thick Usable TiB Sum of LDEV configured capacity that is available for mapping and masking to host initiators 
Thin Usable TiB Usable capacity in Tebibytes as reported by the storage pool and contained in the Storage and Storage Pool 

Capacity Fact table 
Violations Not currently supported in DII 
Thick Allocated TiB LDEV capacity that is mapped and masked to host initiators 
Thick UnAllocated TiB LDEV capacity that is NOT mapped or masked to host initiators 
Thin Allocated TiB Capacity that is thin provisioned and allocated to host initiators 
Thin Used TiB Used capacity in TiB that is flagged as thin provisioned as reported by the storage pool or aggregate and contained 

in the Storage and Storage Pool Capacity Fact table. This is capacity that is written to the volume 
Subscription % Thin Allocated TiB / Thin Usable TiB 
% Used Thin Used TiB / Thin Usable TiB 
Latency (ms) Average Volume Latency in milliseconds reported by the Hitachi Array for 14 days hourly 
Sum of Average/Peak MBps Average and Peak Volume Throughput in MB/sec reported by the Hitachi Array for 14 days hourly 
Sum of Average/Peak IOPS Average and Peak Volume IOpS reported by the Hitachi Array for 14 days hourly 
Disk Utilization % Average and Peak Disk Utilization % reported by the disks that support storage pools or RAID Groups over the 

selected time period 
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11.3 3Par Environment Usage 
Description: This 
dashboard depicts the 
overall 3PAR footprint 
within the global 
infrastructure. 
Starting off with basic 
capacity metrics, it 
displays how well the 
overall environment is 
performing against default 
thresholds that can be 
configured from a 
utilization and from a 
capacity perspective. This 
quickly describes what 
should be investigated 
and where additional 
storage may be required.  
 
Prerequisites: Data 
Infrastructure Insights 
(DII) reporting enabled. 
 

 

 

Report XML: 11.3 3Par Environment Usage 

https://reporting-ps1325.c01.cloudinsights.netapp.com/bi/?perspective=authoring&id=iA49DB08A9BF242D6A9189F5CA271A52F&objRef=iA49DB08A9BF242D6A9189F5CA271A52F&action=edit&cmPropStr=%7B%22id%22%3A%22iA49DB08A9BF242D6A9189F5CA271A52F%22%2C%22type%22%3A%22report%22%2C%22defaultName%22%3A%2211.3%203Par%20Environment%20Usage%22%2C%22permissions%22%3A%5B%22execute%22%2C%22read%22%2C%22setPolicy%22%2C%22traverse%22%2C%22write%22%5D%7D
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11.3 3Par Environment Usage Definitions 
Metric/Attribute Description 
Data Center DII configured annotation. Defines the location or Data Center associated with the specific device 
Version The Model Name of the 3Par Storage Array monitored by DII 
Date Hourdatetime and/or fulldate fields derived from the Time Dimension and Date Dimension tables in the DWH 
Raw TiB Pre-RAID raw capacity in Tebibytes as reported by the Storage Array monitored by DII and contained in the Storage 

and Storage Pool Capacity Fact table 
Thick Usable TiB Sum of Disk Capacity associated with CPG pools 
Thick Used Capacity TiB Sum of Disk Capacity – Available Capacity 
Available Capacity GiB Physical Disk Capacity associated with the FREE CHUNKLET storage pool 
Thin Usable TiB Usable capacity in Tebibytes as reported by the storage pool and contained in the Storage and Storage Pool 

Capacity Fact table 
Thin Used Capacity TiB Used capacity in TiB as reported by the storage pool and contained in the Storage and Storage Pool Capacity Fact 

table. Thin Provisioned capacity is reported as written 
Thin Capacity Utilization % Thin Used Capacity TiB / Thin Usable TiB 
Thin Volume Allocated TiB Capacity that is thin provisioned to host initiators 
Subscription % Thin Volume Allocated TiB / Thin Usable TiB 
% Used Thin Used TiB / Thin Usable TiB 
Latency (ms) Average Volume Latency in milliseconds reported by the 3Par Array for 14 days hourly 
Sum of Average/Peak MBps Average and Peak Volume Throughput in MB/sec reported by the 3Par Array for 14 days hourly 
Sum of Average/Peak IOPS Average and Peak Volume IOpS reported by the 3Par Array for 14 days hourly 
Disk Utilization % Average and Peak Disk Utilization % reported by the disks that support storage pools or RAID Groups over the 

selected time period 
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11.5 ECS Capacity Planning Report 
Description: This report 
shows capacity planning 
metrics for ECS storage 
devices.    
 
Prerequisites: Data 
Infrastructure Insights (DII) 
reporting enabled. 
 

 

 

 

 

 

 

 

 

 

 

Report XML: 11.5 ECS Capacity Planning Report 

 

 

https://reporting-ps1325.c01.cloudinsights.netapp.com/bi/?perspective=authoring&id=i8FB214914F934BEAB722EEDCF8E5A735&objRef=i8FB214914F934BEAB722EEDCF8E5A735&action=edit&cmPropStr=%7B%22id%22%3A%22i8FB214914F934BEAB722EEDCF8E5A735%22%2C%22type%22%3A%22report%22%2C%22defaultName%22%3A%2211.5%20ECS%20Capacity%20Planning%20Report%22%2C%22permissions%22%3A%5B%22execute%22%2C%22read%22%2C%22setPolicy%22%2C%22traverse%22%2C%22write%22%5D%7D
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11.5 ECS Capacity Planning Report Definitions 
Metric/Attribute Description 
Storage Name of the ECS storage device discovered and monitored by DII 
Vendor Manufacturer of the storage device 
Family Storage family associated with the ECS storage device 
Model Model name associated with the ECS storage device 
Tenant Name of the Tenant as derived from the storage pool associated with the ECS device 
DiskGroup Name Name of the DiskGroup associated with the ECS storage device 
Capacity TiB Usable Capacity in Tebibytes as derived form the disk_group_capacity_fact and associated with the ECS device 
Used TiB Used Capacity in Tebibytes as derived form the disk_group_capacity_fact 
Used % Used TiB / Capacity TiB 

 
 Used % >= .9 
 Used % Between .70 and .90 
 Used % < .70 

 
Projected Capacity TiB Forecast capacity in Tebibytes derived from the disk_group_capacity_future_fact table in the DWH 
Projected Used TiB Forecast Used capacity in Tebibytes derived from the disk_group_capacity_future_fact table 
Date Hourdatetime and/or fulldate fields derived from the Time Dimension and Date Dimension tables in the DWH 
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11.6 Multi-Vendor Storage Overview 
Description: This 
report shows 
multi-vendor 
capacity and 
performance 
metrics for 
storage devices.    
 
Prerequisites: 
Data 
Infrastructure 
Insights (DII) 
reporting 
enabled. 
 

 

 

 

 

 

 

Report XML: 11.6 
Multi-Vendor Storage Overview 

 

https://reporting-ps1325.c01.cloudinsights.netapp.com/bi/?perspective=authoring&id=i7B7598A0B0CC4C7FA5C74775B24ADFBA&objRef=i7B7598A0B0CC4C7FA5C74775B24ADFBA&action=edit&cmPropStr=%7B%22id%22%3A%22i7B7598A0B0CC4C7FA5C74775B24ADFBA%22%2C%22type%22%3A%22report%22%2C%22defaultName%22%3A%2211.6%20Multi-Vendor%20Storage%20Overview%22%2C%22permissions%22%3A%5B%22execute%22%2C%22read%22%2C%22setPolicy%22%2C%22traverse%22%2C%22write%22%5D%7D
https://reporting-ps1325.c01.cloudinsights.netapp.com/bi/?perspective=authoring&id=i7B7598A0B0CC4C7FA5C74775B24ADFBA&objRef=i7B7598A0B0CC4C7FA5C74775B24ADFBA&action=edit&cmPropStr=%7B%22id%22%3A%22i7B7598A0B0CC4C7FA5C74775B24ADFBA%22%2C%22type%22%3A%22report%22%2C%22defaultName%22%3A%2211.6%20Multi-Vendor%20Storage%20Overview%22%2C%22permissions%22%3A%5B%22execute%22%2C%22read%22%2C%22setPolicy%22%2C%22traverse%22%2C%22write%22%5D%7D


 © 2024 NetApp, Inc. All rights reserved .                                                                  

11.6 Multi-Vendor Storage Overview Definitions 
Metric/Attribute Description 
DC (Data Center) DII configured annotation.  Defines the location of the device 
Storage Name of the storage device discovered and  monitored by DII 
Family Family name of the storage device 
Model Model name of the storage device 
Pool / Aggregate Name of the storage pool or aggregate associated with the storage device 
Capacity (TiB) Usable capacity allocated for a storage-pool as reported by the storage-array in Tebibytes (Base 2 units) 
Used Capacity (TiB) Used capacity in Tebibytes as reported by the storage pool or aggregate. If Thin Provisioned, then Used = Written. 

If Thick Provisioned then Used = 100% of Allocated 
Allocated Volume Capacity (TiB) Provisioned capacity of all block/SAN volumes on this storage pool in Tebibytes 
Internal Volume Allocated Capacity (TiB) Total allocated capacity of internal volumes (NAS/Flexvol) on this storage pool in TiB 
Pool Used % Used Capacity (TiB) / Used Capacity (TiB) 
Subscription % The greater of Internal Volume Allocated Capacity (TiB) + Allocated Volume Capacity (TiB) / Capacity (TiB) 
Avg Total IOPS (7 Days) Maximum of average total IOPS (read+write) over a 7 day hourly collection interval 
Avg Latency (ms) Average response time in milliseconds over a 7 day hourly collection interval 
Pool Usable Capacity Same as Capacity (TiB) 
Pool Used Capacity Same as Used Capacity (TiB) 
Average Subscribed Same as Subscription % 
Orphaned by Config Total allocated capacity in Tebibytes when block volumes are not mapped or masked or not zoned 
Orphaned by Performance Total volume and internal volume allocated capacity in Tebibytes when total IOPS = 0 
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11.7 Isilon Capacity and Performance 
Description: This 
dashboard focuses on 
Isilon Capacity and 
Performance for each 
individual 
Isilon device 
monitored by DII. 
Capacity and 
Performance metrics 
summary are 
displayed at top. 
Gauges for Average 
Cluster CPU Utilization 
and Peak CPU 
Utilization are visible 
near top left. 
Trends for IOpS and 
Peak IOpS are 
available near top 
right. 
 
Prerequisites: Data 
Infrastructure Insights 
(DII) reporting enabled. 
 

Report XML: 11.7 Isilon Capacity and Performance 

 

https://reporting-ps1325.c01.cloudinsights.netapp.com/bi/?perspective=authoring&id=i9D619BBAC0A64CFFB118A36A338B065E&objRef=i9D619BBAC0A64CFFB118A36A338B065E&action=edit&cmPropStr=%7B%22id%22%3A%22i9D619BBAC0A64CFFB118A36A338B065E%22%2C%22type%22%3A%22report%22%2C%22defaultName%22%3A%2211.7%20Isilon%20Capacity%20and%20Performance%22%2C%22permissions%22%3A%5B%22execute%22%2C%22read%22%2C%22setPolicy%22%2C%22traverse%22%2C%22write%22%5D%7D
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11.7 Isilon Capacity and Performance Definitions 
Metric/Attribute Description 
Storage Node Name of the Isilon Node associated with the Isilon Cluster monitored by DII 
Total IOPS Measures the total number of I/O service requests (read+write) on the Isilon node for 14 days hourly (measured in 

I/O per sec) 
Peak IOPS Maximum I/O service requests on the Isilon node for 14 days hourly 
Total MBps Total throughput (read+write) on the Isilon node for 14 days hourly.  This is the Rate at which data is being 

transmitted in a fixed amount of time in response to I/O service requests (measured in Megabytes per second) 
Peak MBps Maximum throughput in MB/second on the Isilon node for 14 days hourly  
Avg Latency (ms) Total response time in milliseconds on the Isilon node for 14 days hourly.  The time it takes from the moment a 

request for information arrives at the storage device to the time when the storage device begin to send the 
information back in response.  

Peak Latency (ms) Maximum response time on the Isilon node for 14 days hourly 
Avg CPU Utilization Average Node CPU Utilization shows the percentage of time that one or more CPUs were busy on the Isilon node 

for 14 days hourly 
Peak CPU Utilization Maximum CPU Utilization on the Isilon node for 14 days hourly 
Pool Name Name of the storage pool associated with the Isilon node 
Qtree Name of the Qtree associated with the Isilon node 
Soft Limit (GiB) Soft quota space limit, in Gibibytes, that if exceeded, issues warnings rather than rejecting space requests 
Used (GiB) Used capacity in Gibibytes as reported by the Internal Volume 
Capacity (TiB) Usable capacity allocated for a storage-pool as reported by the storage-array in Tebibytes (Base 2 units) 
Used Capacity (TiB) Used capacity in Tebibytes as reported by the storage pool or aggregate. If Thin Provisioned, then Used = Written. 

If Thick Provisioned then Used = 100% of Allocated 
Projected Capacity (TiB) Usable Capacity in Tebibytes for the future 12 month period. This field is the basis for the intercept as a result of 

linear regression and projected used capacity. The field is contained in the Storage and Storage Pools Capacity 
FUTURE Fact table 

Projected Used Capacity (TiB) Forecast Used Capacity in Tebibytes for the future 12 month period 
Full Date Hourdatetime and/or fulldate fields derived from the Time Dimension and Date Dimension tables in the DWH 
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11.8 EMC Data Domain Inventory 
Description: This dashboard 
focuses on Data Domain 
Capacity and Inventory for 
each individual 
Data Domain device 
monitored by OCI. Capacity 
metrics summary is displayed 
at top. Storage 
Efficiency, Ratios and Real 
Used Capacity Trends are 
highlighted over a 30-day 
period. Forecast 
capacity for the next 12 
months is based on linear 
regression formula. Device 
inventory with 
Mtrees are displayed at 
bottom.    
 
Prerequisites: Data 
Infrastructure Insights (DII) 
reporting enabled. 
 

 

Report XML: 11.8 EMC Data Domain Inventory 

 

https://reporting-ps1325.c01.cloudinsights.netapp.com/bi/?perspective=authoring&id=iF5B1CD319F144A17BB2E44979724AF49&objRef=iF5B1CD319F144A17BB2E44979724AF49&action=edit&cmPropStr=%7B%22id%22%3A%22iF5B1CD319F144A17BB2E44979724AF49%22%2C%22type%22%3A%22report%22%2C%22defaultName%22%3A%2211.8%20EMC%20Data%20Domain%20Inventory%22%2C%22permissions%22%3A%5B%22execute%22%2C%22read%22%2C%22setPolicy%22%2C%22traverse%22%2C%22write%22%5D%7D
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11.8 EMC Data Domain Inventory Definitions 
Metric/Attribute Description 
Storage Device Name Name of the Data Domain storage device discovered and monitored by DII 
Storage Manufacturer Manufacturer name of the storage device 
Family Family name of the storage device 
Model Model name of the storage device 
Serial # Serial number of the storage device 
Microcode Microcode or firmware version of the storage device 
MTree  This is a logical partition of a file system that is identified by a unique name.  Mtrees are used to create VTL pools 

and NFS/SMB shares 
Quota Hard Limit (GiB) MTree Quota Hard Limit in Gibibytes is a strict, non-flexible storage capacity restriction set on a specific data 

domain within a storage system 
Quota Soft Limit (GiB) MTree Quota Soft Limit in Gibibytes is a capacity limit that can be exceeded until a grace period has expired 
Quota Used (GiB) MTree Quota Used in Gibibytes is the amount of capacity used towards the hard and soft capacity limit set on the 

quota 
MTree Status Indicates whether an MTree is active or not 
MTree Oplocks If enabled, an Oplock is the ability to enable "opportunistic locking" on a specific MTree, which allows a client to 

cache file data locally on their machine, improving performance by reducing network traffic when accessing files 
within that MTree 

Usable Capacity (TiB) Usable capacity allocated for a storage-pool as reported by the storage-array in Tebibytes (Base 2 units) 
Used Capacity (TiB) Used capacity in Tebibytes as reported by the storage pool. If Thin Provisioned, then Used = Written. If Thick 

Provisioned then Used = 100% of Allocated 
Projected Capacity (TiB) Projected Capacity in Tebibytes for future 12-month period. Based on standard linear regression formula and 

contained in the Storage and Storage Pools Capacity Future Fact table 
Projected Used (TiB) Projected Used Tebibytes for future 12-month period. Based on standard linear regression formula and contained 

in the Storage and Storage Pools Capacity Future Fact table 
Allocated Volume Capacity (TiB) Total allocated capacity in Gibibytes for the volume as reported by the storage pool 
Dedupe Savings (TiB) Derived from the internal_volume_capacity_fact (1 – (dedupeRatio / dedupeRatio) * (Used Capacity GiB)) 
Compression Savings (TiB) (1 – (compressionRatio / compressionRatio) * (Used Capacity GiB)) 
Total Savings (TiB) Dedupe Savings (TiB) + Compression Savings (TiB) 
Total Ratio Dedupe Ratio + Compression Ratio 
Real Used Capacity (TiB) Dedupe Savings (TiB) + Compression Savings (TiB) + Used Capacity (TiB) 
Date Hourdatetime and/or fulldate fields derived from the Time Dimension and Date Dimension tables in the DWH 
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11.9 IBM SVC Capacity and Performance 
Description: The focus of 
this dashboard is to 
present IBM SVC 
Capacity and 
Performance metrics. 
When the report is run, a 
global view of the SVC 
environment is shown. At 
the top of the page, a 
summary of capacity and 
performance is available. 
Workload Activity Trends 
as reported by the 
SVC shows how busy the 
environment is. Average 
and Peak performance 
metrics are trended 
hourly for 14 days and a 
detail summary is 
included at the bottom.  
 
Prerequisites: Data 
Infrastructure Insights 
(DII) reporting enabled. 
 

Report XML: 11.9 IBM SVC Capacity and Performance 

https://reporting-ps1325.c01.cloudinsights.netapp.com/bi/?perspective=authoring&id=i5891E62FD2C948F6BE57D5D2E502E91E&objRef=i5891E62FD2C948F6BE57D5D2E502E91E&action=edit&cmPropStr=%7B%22id%22%3A%22i5891E62FD2C948F6BE57D5D2E502E91E%22%2C%22type%22%3A%22report%22%2C%22defaultName%22%3A%2211.9%20IBM%20SVC%20Capacity%20and%20Performance%22%2C%22permissions%22%3A%5B%22execute%22%2C%22read%22%2C%22setPolicy%22%2C%22traverse%22%2C%22write%22%5D%7D
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11.9 IBM SVC Capacity and Performance Definitions 
Metric/Attribute Description 
SVC Array Name of the front end SVC virtualizer discovered and monitored by DII 
Usable Capacity (TiB) Usable capacity allocated for a storage-pool as reported by the storage-array in Tebibytes (Base 2 units) 
Used Capacity (TiB) Used capacity in Tebibytes as reported by the storage pool. If Thin Provisioned, then Used = Written. If Thick 

Provisioned then Used = 100% of Allocated 
Provisioned (TiB) Provisioned capacity of all block/SAN volumes on this storage pool in Tebibytes 
Subscribed % Provisioned (TiB) / Usable Capacity (TiB) 
Free Capacity (TiB) Usable Capacity (TiB) - Used Capacity (TiB) 
Avg IOPS Measures the total number of I/O service requests (read+write) on the volume for 90 days (measured in I/O per 

sec) 
Avg Latency The time it takes from the moment a request for information arrives at the storage device to the time when the 

storage device begin to send the information back in response. This is the actual latency of the device in 
milliseconds 

Avg/Peak Latency Maximum response time in milliseconds for 90 days 
Avg MBps Total throughput (read+write) on the Isilon node for 14 days hourly.  This is the Rate at which data is being 

transmitted in a fixed amount of time in response to I/O service requests (measured in Megabytes per second) 
Avg Node Util % Node CPU Utilization shows the percentage of time that one or more CPUs were busy 
Backend Array The name of the backend storage array discovered by DII that supports the SVC 
Backend Capacity (TiB) Usable capacity allocated for a storage-pool as reported by the backend storage array in Tebibytes (Base 2 units) 
Backend Used (TiB) Used capacity in Tebibytes for a storage-pool as reported by the backend storage array 
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11.10 NetApp Qtree Capacity and Performance 
Description: This report shows 
Qtree specific capacity and 
performance metrics and 
attributes.  Quotas must be 
enabled to show used capacity 
details. 
 
Prerequisites: Data 
Infrastructure Insights (DII) 
reporting enabled. 
 

 

 

 

 

 

 

 

 

 

Report XML: 11.10 Qtree Capacity and Performance 

 

https://reporting-ps1325.c01.cloudinsights.netapp.com/bi/?perspective=authoring&id=i6620F5578A86409FAC72B05252FE0879&objRef=i6620F5578A86409FAC72B05252FE0879&action=edit&cmPropStr=%7B%22id%22%3A%22i6620F5578A86409FAC72B05252FE0879%22%2C%22type%22%3A%22report%22%2C%22defaultName%22%3A%2211.10%20NetApp%20Qtree%20Capacity%20and%20Performance%22%2C%22permissions%22%3A%5B%22execute%22%2C%22read%22%2C%22setPolicy%22%2C%22traverse%22%2C%22write%22%5D%7D
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11.10 NetApp Qtree Capacity and Performance Definitions 
Metric/Attribute Description 
QTree Name Name of the QTree associated with the internal volume  
Volume Name of the internal volume 
DII Landing Page for QTree In-report link for the DII Qtree WebUI landing page 
Avg Volume IOPS Measures the total number of I/O service requests (read+write) on the volume for 7 days (measured in I/O per sec) 
Peak Volume IOPS Maximum IOPS as reported by the internal volume for 7 days 
Allocated (TiB) Total allocated capacity of internal volumes (NAS/Flexvol) on this storage pool in Tebibytes 
Used (TiB) Used capacity of internal volumes on this storage pool in TiB 
Soft Limit Capacity (GiB) QTree Quota Soft Limit in Gibibytes is a capacity limit that can be exceeded until a grace period has expired 
Soft Limit Used Capacity (GiB) QTree Quota Used in Gibibytes is the amount of capacity used towards the hard and soft capacity limit set on the 

quota 
Volume Allocated (GiB) Total allocated capacity of internal volumes (NAS/Flexvol) on this storage pool in Gibibytes 
Volume Used (GiB) Used capacity of internal volumes on this storage pool in Gibibytes 
Date Hourdatetime and/or fulldate fields derived from the Time Dimension and Date Dimension tables in the DWH 
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11.11 PURE Dashboard 
Description: This 
report shows a 
comprehensive 
capacity and 
performance snapshot 
of a PURE storage 
environment.  Metrics 
include Data 
Reduction ratios, 
capacity risks, and top 
5 arrays by 
performance. 
 
Prerequisites: Data 
Infrastructure Insights 
(DII) reporting enabled. 
 

 

 

 

Report XML: 11.11 PURE Dashboard  

 

 

 

https://reporting-ps1325.c01.cloudinsights.netapp.com/bi/?perspective=authoring&id=i89D3501D51C549F2AAB855D5D10C5886&objRef=i89D3501D51C549F2AAB855D5D10C5886&action=edit&cmPropStr=%7B%22id%22%3A%22i89D3501D51C549F2AAB855D5D10C5886%22%2C%22type%22%3A%22report%22%2C%22defaultName%22%3A%2211.11%20PURE%20Dashboard%22%2C%22permissions%22%3A%5B%22execute%22%2C%22read%22%2C%22setPolicy%22%2C%22traverse%22%2C%22write%22%5D%7D
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11.11 PURE Dashboard Definitions 
Metric/Attribute Description 
Array / Storage Name of the PURE storage device discovered  
Data Center DII configured annotation.  Defines the location of the device 
City DII configured annotation.  Defines the city location of the device 
DataCenterCore DII configured annotation.  Data Center Core location (specific customer defined) 
Environment  DII configured annotation.  Defines the Environment e.g. Prod, Dev, etc.. 
Group DII configured annotation.  Defines the Group (specific customer defined) 
State DII configured annotation.  Defines the state location of the device 
Status Status of the device e.g. available, unavailable 
Usable Capacity (TiB) Usable capacity allocated for a storage-pool as reported by the storage-array in Tebibytes (Base 2 units) 
Used Capacity (TiB) Used capacity in Tebibytes as reported by the storage pool 
Used % Used Capacity (TiB) / Usable Capacity (TiB) 
Subscription % Provisioned Capacity (TiB) / Usable Capacity (TiB) 
Subscription Risk The level of risk that is associated with the Thin Subscription 

WHEN [Subscription %] > 3 AND [Used %] > .90 THEN 'High Risk' 
WHEN [Subscription %] > 1.5 AND [Used %] > .80 THEN 'Moderate Risk' 
WHEN [Subscription %] > 10 THEN 'High Subscription' 
ELSE 'Low Risk' 

Provisioned Capacity (TiB) Provisioned capacity of all block/SAN volumes on this storage pool in Tebibytes 
Deduplicated (TiB) Derived from the storage_and_storage_pool_capacity_ fact (1 – (dedupeRatio / dedupeRatio) * (Used Capacity 

TiB))  
Pool Efficiency Ratio Represents how effectively the system utilizes its storage space by combining data reduction techniques like 

deduplication and compression, resulting in a single number that indicates the overall storage efficiency achieved 
by a Pure Storage array.  Typically expressed as a ratio e.g., 5:1 

Volume Count Total number of PURE volumes that have been provisioned 
Protected Volume Count Total number of PURE volumes with protection e.g. Snapshot Source, Snapshot Target  
Total Appliances Total number of PURE storage device discovered and monitored by DII 
Capacity at Risk Indicates when storage capacity in the entire PURE environment will run out of space 
Pools at Risk Total number of storage pools that are at risk to running out of space 
Total IOPS Measures the total number of I/O service requests (read+write) on the volume for 3 days (measured in I/O per sec) 
Latency (ms) The time it takes from the moment a request for information arrives at the storage device to the time when the 

storage device begin to send the information back in response. This is the actual latency of the device in 
milliseconds 

Read MBps Read throughput on the PURE array for 3 days hourly.  This is the Rate at which data is being transmitted in a fixed 
amount of time in response to I/O service requests (measured in Megabytes per second) 

Write MBps Write throughput on the PURE array for 3 days hourly.  This is the Rate at which data is being transmitted in a fixed 
amount of time in response to I/O service requests (measured in Megabytes per second) 
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Time Hourdatetime and/or fulldate fields derived from the Time Dimension and Date Dimension tables in the DWH 
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