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1 OVERVIEW OF TEST PLAN

All NetApp solutions require a set of rigorous validation tests be conducted to ensure the defined solution

delivers on the functionality and performance requirements associated with the given solution. In order to
ensure a high level of rigor in the solution validat:i
process for defining and executing test cases.

2 HIGH LEVEL SOLUTION SUMMARY

FlexPod is a best practice data center architecture that is built with three components:

A Cisco Unified Computing SystemE (Cisco UCSE)
A Cisco Nexus® switches
A NetApp fabric-attached storage (FAS) systems

These components are connected and configured according to the best practices of both Cisco and
NetApp to provide the ideal platform for running a variety of enterprise workloads with confidence.
FlexPod can scale up for greater performance and capacity (adding compute, network, or storage
resources individually as needed), or it can scale out for environments that need multiple consistent
deployments (rolling out additional FlexPod stacks). FlexPod delivers not only a baseline configuration
but also the flexibility to be sized and optimized to accommodate many different use cases.

Typically, the more scalable and flexible a solution is, the more difficult it becomes to maintain a single
unified architecture capable of offering the same features and functionality across each implementation.
This is one of the key benefits of FlexPod. Each of the component families in FlexPod (Cisco UCS, Cisco
Nexus, and NetApp FAS) offers platform and resource options to scale the infrastructure up or down
while supporting the same features and functionality that are required under the configuration and
connectivity best practices of FlexPod.

3 HIGH LEVEL SCOPE OF TESTING

This testplan tests the High Availability functions of the elements of FlexPod.

4 DELIVERABLES

This section provides the deliverables required as a result of the testing. In general, these might include
things like solution guides, sizing guides, and Modular Architecture modules.

FlexPod i A n i meledseéproject deliverables including:
1 FlexPod Data Center Solution NVA Update
9 vSphere 5 on FlexPod (Clustered ONTAP) Deployment Guide CVD
1 vSphere 5 on FlexPod (7-Mode) Deployment Guide CVD

5 HARDWARE AND SOFTWARE REQUIREMENTS

Use this section to provide the specifics of both the hardware and software components required to
execute the desired testing. This includes, but is not limited to, the following:
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Table 1) Hardware and Software Requirements

Layer

Compute

Compute

‘ Version or Release

Details

Cisco UCS fabric interconnect 2.1(1b) Embedded management
Cisco UCS C 200 M2 2.1(1b) Software bundle release
Cisco UCS C 220 M3 2.1(1b) Software bundle release
Cisco UCS B 200 M2 2.1(1b) Software bundle release
Cisco UCS B 200 M3 2.1(1b) Software bundle release
Cisco enic 2.1.2.38 Ethernet driver for Cisco VIC
Cisco fnic 1.5.0.20 FCoE driver for Cisco VIC

Network

Storage

Software

Cisco Nexus fabric switch

5.2(1)N1(3)

Operating system version

NetApp FAS3250-A

Clustered Data ONTAP
8.1.2

Operating system version

Cisco UCS hosts VMware vSphere Operating system version
ESXi® 5.1
Microsoft® .NET Framework 351 Feature enabled within

Windows® operating system

Microsoft SQL Server®

Microsoft SQL Server

VM (1 each): SQL Server DB

2008 R2 SP1
VMware vCenterE |51 VM (1 each): VMware vCenter
NetApp OnCommand® 5.1 VM (1 each): OnCommand
NetApp Virtual Storage Console 4.1 Plug-in within VMware vCenter

(VSC)

Cisco Nexus 1110-x

4.2(1) SP1(5.1a)

Virtual services appliance

Cisco Nexus 1000v

4.2(1)SV2(1.1a)

Virtual services blade within the
1110-x

6 TEST CONFIGURATION

This section provides the connectivity and configuration details of the specific FlexPod required.
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Cisco UCS
C200 M3 C-Series Server(s)

Nexus 2232PP FEX [E =] [ B P e o] o] |

Cisco UCS

5108 B-Series Blade Chassis
2204XP Chassis FEX Modules
B200 M3 B-Series Blade(s)

Po Po
Cisco UCS
6248UP Fabric = e
Interconnects Po Bo
VPC VPC
Cisco Nexus e e ] [\ e s |
5548UP Switches = U —
VPC VPC
ifgrp ifgrp
NetApp FAS
3250 Storage
Controllers

Cisco Nexus 5596
Cluster Interconnects

NetApp
DS2246 Disk Shelves

Legend
e FCOE only ——{ Converged |

1GbE only SAS only —— 10GbE Only

7 STANDARD WORKLOAD

7.1 Overview

For the purposes of the required testing outlined in the following sections, a standard FlexPod testplan
workload will be deployed using IOMeter across the environment. Once the standard workload is
deployed, the same workload will be used throughout all test procedures. The workload will be started
prior to each test case and stopped after each test case. A single log file will be generated by IOMeter for
each individual test case. This will allow correlation between the individual test scnearios and the data
provided by the IOMeter log file.
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7.2 Workload Setup

Once the FlexPod infrastructure has been setup according to the implementation guide for this specific
FlePod release, perform the following steps to setup the necessary objects to support the FlexPod
validation workload.

1.

Create three new flexible volumes within the storage cluster. These can be created within the
Alnfra_Vservero if desired, or you c aHKeegimmimt e a new
there are other configuration steps that are needed if creating a new Vserver (i.e. create zones, lifs,

etc.).

1 A imeter_infra (1.5TB) i used to store the controller and worker virtual machine files (C: drives)

T fAi ome tX(B00A@BJi used asacommonNFStestdat ast or e. Each AWorkero
small (10GB) vmdk file located within this datastore. NFS traffic will be generated between each
VM testing NFS and this NFS datastore.

T fAi omet e r(1TB)C asEdto hold a common FCoE test LUN (VMFS datastore). Each
AWor ker 6 VM wi(10GB) kinadk fde loaated withih the VMFS formatted FCoE LUN
that will reside in this volume.

Createthe500GB LUN call ed fiiometer FCoEO within the f#fio

Mount the fAiometer _infrao and fAi ometer _NFSO vol umes
an NFS datastore.

Mount the @i omet er SXthosEused fokvblidation ascaa/MFS d&astore. Create

the necessary igroups, zones, lun mappings, etc. in order for each host being used in the validation to

be abletomount. Donét forget to configure for mutlifgathing
etc.)
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ESXi_Server 1 ESXi_Server 2 ESXi_Server 3 ESXi_Server N

“iometer_FCoFE" “iometer_infra” “iometer_NFS”
(500GB LUN) (500GB FlexVol) (500GB FlexVol)

5, Obtain the fAl OMeter Controll er ¢ Ilmportdor iedis@Nhern within Wor k er
vCenter.

NOTE: Do not power on the VMs yet. This is especially important with the

Al OMet er Worker Goldo VM. W eardoiwma @& 0t80 olmd ys yad p roavy
three times or the i mage wil/| need to be rebuilt.
creation.

= é'u | Infrastructure |
1 IOMeter_Worker_Gold
@ Win2k8_I0Meter_Controller
& Workers

6. Ri ght click on t hel didl O taenrd Wobrbkbesre g&Bok d i t
7. Ensure that AHard tdheskfiiloameteesn diesf wad hNRS dat astor e
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|J-_-T,J I0Meter Worker Gold - Virtual Machine Properties

Hardware IDptions I Resources I Profiles | vServices I

Virtual Machine Version: 8

— Disk File
I™ Show All Devices Add... | SIIE | Iﬁnmeter_infra] I0OMeter_Worker_Gold/IOMeter_Warker_Gaoh
Hardware [“Sunimary |
W Memory 4096 ME — Disk Provisioning
@ crus . Type: Thin Provision
[ video card Video card Provisioned Size: I 40 IGB j
= VMCIdevice Restricted Maximum Size (GB): 511.58
e SCSI controller 0 LSI Logic SAS
= Hard disk1 Virtual Disk | Virtual Device Node
25 co/ovD drive 1 Client Device .
BB Network adapter1 VM-Network-3174 |scst (0:0) Hard disk 1 [
& Floppy drive 1 Client Device
= Hard disk2 Virtual Disk ——
= Hard disk3 virtual Disk ™" Independent
Independent disks are not affected by snapshots.
= persistent
Changes are immediately and permanently written to
the disk.
| Nonpersistent
Changes to this disk are discarded when you power
off or revert to the snapshot.
|
Ensure that fAHard disk 20 resides within the #fi

around between different environments, this disk may need to be recreated. If there is an issue with

AHar d
Aii ometer NFSO
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1
|J--_-T,J I0Meter_Worker_Gold - Virtual Machine Properties
Hardware | Options | Resources | Profiles | vservices | Virtual Machine Version: 8
—Disk File
I™ show All Devices Add... | el | Iﬁcmeter_NFS] I0OMeter_Worker _Gold/IOMeter_Worker _Golc
Hardware | Summary |
W Memory 4086 ME — Disk Provisioning
I crus i Type: Thin Provision
2 Video card Videa card Provisioned Size: I 10 = IGB j
= VMCIdevice Restricted Maximum Size (GE): 509.80
{ sCsIcontroller LSI Logic SAS
= Harddiskl Virtual Disk —Virtual Device Node
2y cD/DVD drive 1 Client Device
. i -
BB Network adapter1 VM-Network-3174 |scst (0:1) Hard disk 2 =
é Floppy drive 1 Client Device ;
= Hard disk2 Virtual Disk | Iﬂ" =
= Hard disk3 Virtual Disk Independent
Independent disks are not affected by snapshots.
) Persistent
Changes are immediately and permanently written to
the disk.
[ Monpersistent
Changes to this disk are discarded when you power
off or revert to the snapshat.
|
9. Ensure that AHard disk 30 resides within the Ai omet
moved around between different environments, this disk may need to be recreated. If there is an
i ssue with AHard disk 30 or it does not exist, simp

ii ometer FCoOEO VMFS datastore.
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|J-_-T,J IOMeter_Worker_Gold - Virtual Machine Properties

Hardware | Options I Resources I Profiles I vServices I

™ show Al Devices Add... | Remove |
Hardware | Summary |

Memory 4096 MB

CPUs 1

Video card Video card

VMCI device Restricted

SCSI contraller 0 LSI Logic SAS

Hard disk 1 Wirtual Disk

CD/DVD drive 1
MWetwork adapter 1

Client Device
WM-Network-3174

lo@PoOOIION

Virtual Machine Version: 8

—Disk File

IDnmeter_FCnE] IOMeter_Worker _Gold/IOMeter_Worker_Go

— Disk Provisioning
Type: Thin Provision
Provisioned Size: I 10 ﬁ IGB j

Maximurn Size (GB): 508.97

—Virtual Device Node

fscst (0:2) Hard disk 3

=

Floppy drive 1 Client Device
. ) . —Mode
Hard disk 2 Wirtual Disk r
Hard disk 3 Virtual Disk | Independent
Independent disks are not affected by snapshots.
= persistent
Changes are immediately and permanently written to
the disk.
" Nonpersistent
Changes to this disk are discarded when you power
off or revert to the snapshot.
10.Ensure that the fANetwork Adapter 10 i lylabeledtastheo t he a
AVM Networko or AVM Traffico in the FlexPod i mpl eme
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|"__,J I0Meter_Worker_Gold - Virtual Machine Properties

Hardware |D|:|1J'nns I Resources I Profiles | vServices I

Virtual Machine Version:

—Device Status

[T Show Al Devices Add... | Remove | T Connected
Hardware | Summary | V¥ Connect at power on
Wl Memory 4096 MB
—Adapter T
E CFU= . C - t l:rpete VMXMET 3
|;| Video card Video card et
WMCI devi Restricted
= evice estri e
O sCsIcontroller 0 LSI Logic SAS
. ] . 00:50:56:a4:71:3c
= Harddiskl Virtual Disk
% CD/DVD drive 1 Client Device &+ Automatic " Manual
Ef Network adapter 1 VM-Network-3174 i
é Floppy drive 1 Client Device ~ DirectPath 1/O
= Hard disk2 Virtual Disk Status: Inactive @
&= Hard disk3 Virtual Disk To activate DirectPath /0, go to the Resources tab and
select Memory Settings to reserve all guest memaory.
—Metwork Connection
MNetwork label:
VM-Network-3174 =]
11. Ri ght c¢click on the AWIin2k8 | OMeter Controllero
122Ensure that fiHard disk 10 resides within the 0
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13. Ensuret h a't
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|J--_-T,J Win2k8 T0Meter_Controller - Virtual Machine Properties

Hardware |D|:|ticr15 I Resources I Profiles I vServices I

™ show Al Devices Add... | Remove |
Hardware | Summary |

Memory 4096 MB

CPUs 1

Video card Video card

VMCI device Restricted

SCSI contraller 0 LSI Logic 545

Hard disk 1 Virtual Disk |

bE8P0OC0EoH

CD/DVD drive 1
Metwork adapter 1
MWetwork adapter 2
Floppy drive 1

Client Device
WM-Metwork-MEMT
WM-Network-3174
Client Device

Virtual Machine Version: &
—Disk File
Iljnmeter_inﬁa] Win2ks8_IOMeter_ControllerWin2ksé_IOMete

—Disk Provisioning
Type: Thin Provision
Provisioned Size: I 50 ::I IGB j
Maximum Size (GB): 522.81
—Virtual Device Mode
[scst (0:0) Hard disk 1 =]

—Mode
[~ Independent
Independent disks are not affected by snapshots.
r Persistent

Changes are immediately and permanently written to
the disk.

[ Monpersistent

Changes to this disk are discarded when you power
off or revert to the snapshot.

iNet wor k
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|J-_-T,J Win2kg I0Meter_Controller - Virtual Machine Properties

Hardware |D|:|tinr15 I Resources I Profiles I vServices I

CD/DVD drive 1

Client Device

MWetwork adapter 1

WM-Network-MGMT

MWetwork adapter 2
Floppy drive 1

bedPoouimon

VM-Network-3174
Client Device

™ show Al Devices Add... | Remove |
Hardware | Summary |

Memory 4096 MB

CPUs 1

Video card Video card

WMCI device Restricted

SCSI contraller 0 LSI Logic 545

Hard disk 1 Virtual Dizk

Virtual Machine Version: 8

—Device Status
= Connected
v Connect at power on

— Adapter Type

Current adapter: WMXMET 3

—MAL Address
|nu: 50:56:a4:652: 24

& Automatic " Manual

—DirectPath IjO

Status: Inactive &9

To activate DirectPath [0, go to the Resources tab and
select Memory Settings to reserve all guest memary.

—Metwork Connection
MNetwork label:
VM-Network-MGMT =]
|
14.Ensure that fiNetwork Adapter 20 resides on the

VM.

13 VMware vSphere 5.1 on FlexPod Test Plan

same



15.
16.
17.
18.

19.
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|J--_-T,J Win2k8 T0OMeter_Controller - Virtual Machine Properties

Hardware |D|:|tions I Resources I Profiles I vServices I

™ show Al Devices Add... | Remove |
Hardware | Surnmary |
Wl Memory 4096 MB

d crus 1

I;I Video card Video card

= WMCI device Restricted

e SCSI controller 0 LSI Logic 545

&= Harddisk1l wirtual Disk

£y co/ovD drive 1 Client Device

Bf Network adapter1 WM-Network-MGMT

EB} Metwork adapter2 VM-Network-3174 |
é Floppy drive 1 Client Device

Virtual Machine Version: 8
—Device Status

™| Connected

¥ Connect at power an

— Adapter Type
Current adapter:

VMXMET 3

—MAC Address

|uu:50:56:a4:5a:nf

& Automatic " Manual

—DirectPath IjO

Status: Inactive &3

To activate DirectPath I/0, go to the Resources tab and
select Memaory Settings to reserve all guest memary.

—Metwork Connection
Metwork label:

VM-etwork-3174

t he
vSphere

Power on

Open a

AWin2k8_ | OMeter _Controll ero
cehk8oll OMed er h&€omWirml | er o

V M.
V M.

Log in using username: Administrator, password: NetApp!23

Check the | P address
the | P address set as

No need to change the IP addressont h e

on

t he
n192.

APRI VATE_ NETWDRIKdD forsomeer f ac e.

AMGMT _NETWORKO i
168.175.2020.

reason change this IP address, make sure to change the IP address scope for the DHCP server

runni t his

instance.

on VM as

ng

VMware vSphere 5.1 on FlexPod Test Plan

we l

Al | the cloned

nterfac

ifWor ker 0o



=) Win2k8_IOMeter_Controller on 192.168.175.99

File View VM

wiyr &

B G R

Server Manager

Gle Action  View Help

=10

=== H

_rﬁ'_ Network Connections :

5 Server Manager (COMNT = -
3 i‘* Roles OO |@ ~ Control Panel » Network and Internet » Network Connections - - m I Search Netwark
A 5| Features

2} '\ Diagnostics Organize *
£l %} Configuration
8 (&S Storage "I-. MGMT_NETWORK "'h PRIVATE_METWORK
o= Network =" _ Unidentified network
@ vmxnet3 Ethernet Adapter #2 i ymynet3 Ethernet Adapter
200Within vSphere, right el i@kl o VMearnd Oded msvae o Ndti Apg
and ClAnhCmgate rapid cloneso.
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