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1 OVERVIEW OF TEST PLAN 

All NetApp solutions require a set of rigorous validation tests be conducted to ensure the defined solution 

delivers on the functionality and performance requirements associated with the given solution. In order to 

ensure a high level of rigor in the solution validation process, itôs critical that engineers follow a consistent 

process for defining and executing test cases. 

2 HIGH LEVEL SOLUTION SUMMARY 

FlexPod is a best practice data center architecture that is built with three components: 

Å Cisco Unified Computing SystemÊ (Cisco UCSÈ) 

Å Cisco Nexus® switches 

Å NetApp fabric-attached storage (FAS) systems 

These components are connected and configured according to the best practices of both Cisco and 

NetApp to provide the ideal platform for running a variety of enterprise workloads with confidence. 

FlexPod can scale up for greater performance and capacity (adding compute, network, or storage 

resources individually as needed), or it can scale out for environments that need multiple consistent 

deployments (rolling out additional FlexPod stacks). FlexPod delivers not only a baseline configuration 

but also the flexibility to be sized and optimized to accommodate many different use cases. 

 

Typically, the more scalable and flexible a solution is, the more difficult it becomes to maintain a single 

unified architecture capable of offering the same features and functionality across each implementation. 

This is one of the key benefits of FlexPod. Each of the component families in FlexPod (Cisco UCS, Cisco 

Nexus, and NetApp FAS) offers platform and resource options to scale the infrastructure up or down 

while supporting the same features and functionality that are required under the configuration and 

connectivity best practices of FlexPod. 

3 HIGH LEVEL SCOPE OF TESTING 

This testplan tests the High Availability functions of the elements of FlexPod. 

4 DELIVERABLES 

This section provides the deliverables required as a result of the testing. In general, these might include 

things like solution guides, sizing guides, and Modular Architecture modules. 

FlexPod ñAnimalò release project deliverables including: 

¶ FlexPod Data Center Solution NVA Update 

¶ vSphere 5 on FlexPod (Clustered ONTAP) Deployment Guide CVD 

¶ vSphere 5 on FlexPod (7-Mode) Deployment Guide CVD 

5 HARDWARE AND SOFTWARE REQUIREMENTS 

Use this section to provide the specifics of both the hardware and software components required to 

execute the desired testing. This includes, but is not limited to, the following: 



4 VMware vSphere 5.1 on FlexPod Test Plan  

 

Table 1) Hardware and Software Requirements 

Layer Compute Version or Release Details 
Compute Cisco UCS fabric interconnect 2.1(1b) Embedded management 

Cisco UCS C 200 M2  2.1(1b) Software bundle release 

Cisco UCS C 220 M3 2.1(1b) Software bundle release 

Cisco UCS B 200 M2 2.1(1b) Software bundle release 

Cisco UCS B 200 M3 2.1(1b) Software bundle release 

Cisco enic 2.1.2.38 Ethernet driver for Cisco VIC 

Cisco fnic 1.5.0.20 FCoE driver for Cisco VIC 

Network Cisco Nexus fabric switch 5.2(1)N1(3) Operating system version 

Storage NetApp FAS3250-A  Clustered Data ONTAP 
8.1.2  

Operating system version 

Software Cisco UCS hosts  VMware vSphere 
ESXi

Ê
 5.1  

Operating system version 

Microsoft
®
 .NET Framework 3.5.1 Feature enabled within 

Windows
® 

operating system 

Microsoft SQL Server
® Microsoft SQL Server 

2008 R2 SP1  
VM (1 each): SQL Server DB 

VMware vCenterÊ 5.1 VM (1 each): VMware vCenter 

NetApp OnCommand
® 5.1 VM (1 each): OnCommand 

NetApp Virtual Storage Console 
(VSC) 

4.1 Plug-in within VMware vCenter 

Cisco Nexus 1110-x 4.2(1) SP1(5.1a) Virtual services appliance  

Cisco Nexus 1000v 4.2(1)SV2(1.1a) Virtual services blade within the 
1110-x  

 

6 TEST CONFIGURATION 

This section provides the connectivity and configuration details of the specific FlexPod required. 
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7 STANDARD WORKLOAD 

7.1 Overview 

For the purposes of the required testing outlined in the following sections, a standard FlexPod testplan 

workload will be deployed using IOMeter across the environment. Once the standard workload is 

deployed, the same workload will be used throughout all test procedures. The workload will be started 

prior to each test case and stopped after each test case. A single log file will be generated by IOMeter for 

each individual test case. This will allow correlation between the individual test scnearios and the data 

provided by the IOMeter log file. 
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7.2 Workload Setup 

Once the FlexPod infrastructure has been setup according to the implementation guide for this specific 

FlePod release, perform the following steps to setup the necessary objects to support the FlexPod 

validation workload. 

1. Create three new flexible volumes within the storage cluster. These can be created within the 
ñInfra_Vserverò if desired, or you can create a new Vserver for validation purposes. Keep in mind 
there are other configuration steps that are needed if creating a new Vserver (i.e. create zones, lifs, 
etc.). 

¶ ñiometer_infra (1.5TB) ï used to store the controller and worker virtual machine files (C: drives) 

¶ ñiometer_NFS (500GB) ï used as a common NFS test datastore. Each ñWorkerò VM will have a 
small (10GB) vmdk file located within this datastore. NFS traffic will be generated between each 
VM testing NFS and this NFS datastore. 

¶ ñiometer_FCoEò (1TB) ï used to hold a common FCoE test LUN (VMFS datastore). Each 
ñWorkerò VM will have a small (10GB) vmdk file located within the VMFS formatted FCoE LUN 
that will reside in this volume. 

2. Create the 500GB LUN called ñiometer_FCoEò within the ñiometer_FCoEò flexible volume.  

3. Mount the ñiometer_infraò and ñiometer_NFSò volumes to each ESXi host being used for validation as 
an NFS datastore. 

4. Mount the ñiometer_FCoEò LUN to each ESXi host used for validation as a VMFS datastore. Create 
the necessary igroups, zones, lun mappings, etc. in order for each host being used in the validation to 
be able to mount. Donôt forget to configure for mutlipathing (i.e. zones on each switch, multiple lifs, 
etc.) 
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5. Obtain the ñIOMeter_Controllerò and ñIOMeter_Worker_Goldò VM files. Import or register them within 
vCenter. 

NOTE: Do not power on the VMs yet. This is especially important with the 
ñIOMeter_Worker_Goldò VM. Windows 2008 only allows a given image to be sysprepôd a total of 
three times or the image will need to be rebuilt. The VM has been syprepôd and shutdown upon 
creation. 

 

 

6. Right click on the ñIOMeter_Worker_Goldò VM and choose ñEdit Settingsò. 

7. Ensure that ñHard disk 1ò resides within the ñiometer_infraò NFS datastore. 
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8. Ensure that ñHard disk 2ò resides within the ñiometer_NFSò NFS datastore. When the VM is moved 
around between different environments, this disk may need to be recreated. If there is an issue with 
ñHard disk 2ò or it doesn not exist, simply create a new 10GB hard disk for this VM on the 
ñiometer_NFSò NFS datastore. 
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9.  Ensure that ñHard disk 3ò resides within the ñiometer_FCoEò VMFS datastore. When the VM is 
moved around between different environments, this disk may need to be recreated. If there is an 
issue with ñHard disk 3ò or it does not exist, simply create a new 10GB hard disk for this VM on the 
ñiometer_FCoEò VMFS datastore. 
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10. Ensure that the ñNetwork Adapter 1ò is set to the appropriate private network, usually labeled as the 
ñVM Networkò or ñVM Trafficò in the FlexPod implementation guides. 
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11. Right click on the ñWin2k8_IOMeter_Controllerò VM and choose ñEdit Settingsò. 

12. Ensure that ñHard disk 1ò resides within the ñiometer_infraò NFS datastore. 
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13. Ensure that ñNetwork Adapter 1ò resides on the ñMGMTò or ñpublicò network. 



13 VMware vSphere 5.1 on FlexPod Test Plan  

 

 

 

14. Ensure that ñNetwork Adapter 2ò resides on the same private network as the ñIOMeter_Worker_Goldò 
VM. 
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15. Power on the ñWin2k8_IOMeter_Controllerò VM. 

16. Open a vSphere console to the ñWin2k8_IOMeter_Controllerò VM. 

17. Log in using username: Administrator, password: NetApp!23 

18. Check the IP address on the ñMGMT_NETWORKò interface, change if necessary. Initial setup has 
the IP address set as ñ192.168.175.202ò. 

19. No need to change the IP address on the ñPRIVATE_NETWORKò interface. If you do for some 
reason change this IP address, make sure to change the IP address scope for the DHCP server 
running on this VM as well. All the cloned ñWorkerò VMs will receive addresses via this DHCP 
instance. 



15 VMware vSphere 5.1 on FlexPod Test Plan  

 

 

 

20. Within vSphere, right click on the ñIOMeter_Worker_Goldò VM and choose ñNetAppòĄòProvisioning 
and CloningòĄòCreate rapid clonesò. 

 








































